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ABSTRACT                                                                                                                                                                                               
In this paper a review on the results on randomized responses for qualitative variables is presented. It incorporates recently 

published papers. It  tries to fulfill the lack of a review on the theme and aims completing the oeuvre of Chaudhuri, A . & R. 

Mukerjee. (1988), (Randomized response: theory and techniques, Marcel Dekker, New York). 
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RESUMEN                                                                                                                                                                                               
Este trabajo presenta una revisión crítica de  resultados sobre respuestas aleatorizadas para variables cualitativas. Este 

incorpora trabajos recientemente publicados en el tema. Tratamos de rellenar la falta de revisiones en el tema y se aspira a 

completar la presentada en la obra de  Chaudhuri, A . & R. Mukerjee. (1988), (Randomized response: theory and techniques, 

Marcel Dekker, New York). 

 

1. INTRODUCTION 

Randomized Response (RR) techniques were developed for the purpose of protecting surveyee‟s privacy and 

avoiding answer bias mainly. They were introduced by Warner (1965) as a technique to estimate the 

percentage of people in a population U that has a stigmatizing attribute A. In such cases respondents may 

decide not to reply at all or to incorrectly answer. The usual problem faced by researchers is to encourage 

participants to respond, and then to provide truthful response in surveys. The RR technique was designed to 

reduce both response bias and non-response bias, in surveys which ask sensitive questions. It uses probability 

theory to protect the privacy of an individual‟s response, and has been used successfully in several sensitive 

research areas, such as abortion, drugs and assault. The basic idea of RR is to scramble the data in such a way 

that the real status of the respondent can not be identified. 

 

Different modifications of Warner‟s (1965) RR were developed by various authors, including Greenberg et al. 

(1969), Horvitz et al. (1967), Moors (1971), Raghavarao (1978), Mangat and Singh (1990), Kuk (1990), 

Mangat (1994), Mangat, Singh and Singh (2000), Haung (2004), Kim and Warde (2004), Chang et al. (2004) 

and Gjestvang and Singh (2006) among many others.  
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The paper is divided into two section 1 is devoted to presenting the main procedures developed during the 

XXth century. The second one is concerned with the procedures developed since 2001.  The nature of the 

procedures makes impossible to develop a comparison analytically, and any numerical experiment would 

depend on a series of parameters that must be fixed by the surveyer. Hence, to implement a global comparison 

using Monte Carlo experiments would not bring any concluding result. 

 

We present this review for interested readers and looks to complete other existing ones, as Chaudhury and 

Mukharjee (1988). 

 

 
2. PROPOSALS DURING THE XX

th
 CENTURY 

 

Warner(1965) introduced the method of randomized response (RR) for surveying human populations for 

obtaining information on variables of sensitive protecting the anonymity of the respondents. Warner‟s model 

is as follows.    

Consider a dichotomous finite population U of size U= N stratified into two strata with respect to the 

possible responses. U(A) is the stratum that contains the sensitive group A or the non-sensitive group A 

belongs to U(B)=U\A. The purpose is to estimate population proportion  of persons in U(A). A simple 

random sampling with replacement (SRSWR) or without replacement (SRSWOR) is the sampling design.  A 

sample s of size s= n. Each individual performs a Random trial consisting of two questions: 

P(W).RR procedure of Warner (1965) 

 (a) I belong to U(A), (I am a member of the stigmatizing  group A) 

 (b) I do not belong to U(A). 

Each interviewed answers the question  

(a) with probability P and the question  

(b) with probability 1 – P=Q  

 

Using a randomized device, such as a spinner, balls of different colors etc. Therefore, the individual does not 

reveal whether he/she belong to the stigmatizing group or not.  The response reported is 

 

Computing  

 

Warner (1965) proposed that the  ith interviewed in a SRSWR sampling is provided of a randomization 

device which selects between two questions  

 

The respondent does not declare the outcome of the randomization device.  He/she only reports “yes or no”.  

A truthful response is expected because the privacy is granted.  

Take =P(A)  as the probability of belonging to A. The proposal of Warner (1965) as 

 

 
we have the following results 
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Proposition (Warner, 1965). Use procedure P(W) and take P≠1/2, then   , where nY is the 

number of “Yes” in a srswr simple of size n , is unbiased with variance  

 

Greenberg et al. (1969) proposed an unbiased estimator of (A) . Two independent samples are selected using 

srswr, say s(1) and s(2), with sizes n1 and n2, n=n1 +n2. The individuals in sample s(i) are provided  with a 

randomization device R(j).  It selects between two questions. The improved RR procedure is described as 

follows 

P(G) . RR procedure of Greenberg (1971) 

 Select two independent samples s(1) and s(2) and select one of them with probability  pj or question 

or s(2) with probability qj=1-pj. 

 Take P(Y|j) as the probability of obtaining a “yes” ´in the sample s(j).  

The Bernoulli random variable  

 

Allows calculating the estimator of the probability of “Yes” in each sample 

 

Proposition (Greenberg et al. (1969)) The estimator  

 

Is unbiased and  

 

When srswr is used and for srswor 

 

Greenberg et al. (1969) recommended that one of the values of the design probabilities should be close to zero 

and the other close to one. 

Chaudhuri-Mukerjee‟s (1988) modified Warner‟s (1965) method. The procedure is 

 

P(CM) RR procedure of Chaudhuri-Mukerjee’s (1988) 

 

 Perform a random experiment and report A with probability T1 or its complement A* with probability 

T2. 

 Report r = (I – T2)/(T1 − T2), 
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The variable generated is  

 

  

 

Under the procedure its expectation is 

 

E (I\P(CM) ) = T1y + T2(1 − y ) 

 

Hence the expectation of the report is 

 

E( ri) = (T1yi + T2(1 – yi ) – T2)/(T1 − T2)=yi, 

 

and  

Vi = V (ri) = E (Ii)(1 − E (Ii ))/(T1 − T2)
2
=  

 

Proposition (Chaudhuri-Mukerjee‟s (1988)) Use P(CM) each respondent reports ri, i=1,…,n. Then 

 
It is unbiased and its variance is 

 

 

 Mangat (1990) proposed to use SRWR and two random devices R` and  R`` . Using the random device  R`  

the interviewed  selects  between the statements 

 

P(M1) RR procedure of Mangat (1990) 

 I belong to stigmatizing  group A” 

 Use the device  R ”. 

With probabilities P1 and Q1=1−P1   

The random second device  R``  poses  the alternative questions 

 I am a member of the stigmatizing  group A 

 I am not a member of A. 

 with probabilities P1 and Q2=1-P2 . The respondent is asked to use first the random device and redirected 

with probability Q2.   

 

In this case 

 
 

Mangat (1994 ) proposed the simpler procedure 

 

P(M2) RR procedure of Mangat (1990) 

 Report a “yes” if you are a member of the stigmatizing  group A 

 If not go to P(W). 

 

The results associated with the work of Mangat are resumed in the following proposition. 

 

Proposition  (Mangat , 1990, 1994). Take nY  as the number of “Yes” in a srswr simple of size n 
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 If P(M1) is used and P2≠1/2 then an unbiased estimotro of the P(A) is   , with 

variance  . 

 If PM2) is used, then an unbiased estimotro of P (A) is   , with variance 

 . 

RR procedures have been considered as a method for reducing also no responses rates, see Bouza (1981) and 

(1985), Van der Heijden et al. (1998) for examples. 

 

3. PROPOSALS MADE DURING THIS CENTURY 

A variation of Warner`s method was  proposed by Christofides (2003). A set of of numbers {1,…,L} is fixed 

by the surveyer.  A random mechanism selects a number form that set with an assigned probability. Then we 

know the mean and variance are He proposed the use of the following procedure 

P(Ch) RR procedure Christofides (2003).   

Generate e{1,…,L} with probability P(e=j)=pj., j=1,…L                                                                   

Report if you carry the stigma d=L+1-e                                                                                                     

Report  d=0 otherwise.   

The distributional problem is described by noting that the response is  

 

As  P( Xi=L+1)=, P(Xi=0 )=1- we have that the probability that a  random report be equal to k is 

P(di=k)=pk +(1-)pL+1-k, k=1,.,,L 

Then  E(di)=e +(L+1-2e )=d, E(ei )=k=1
L
 kpk =e and V(ei )=k=1

L
 (k-e )

2
 pk =e

2 

The behavior of this procedure for quantitive variables is fixed as follows 

Proposition (Christofides (2003)) The estimator  

 

where, ds=i=1
n
 di/n, is unbiased an its variance is determined as 

+  

Another proposal was made by Haung (2004) when srswr is used for selecting a sample of size n.    It can be 

described as follows 

 

P(H1) RR procedure of Huang (2004) 

 Question 1: Report if you belong to  the sensitive group or not with probability T. 

 Question 2: If the answer is “no”, use a randomization device and select one of the following 

statements  

(i) “I am a member of group A”,  

(ii)  “I am not a member of group A”, 

with probabilities S and 1- S respectively. 
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Of course the surveyer assumes that the respondent belonging to group A respond honestly 

The strategy due  Haung‟s (2004) procedure is characterized as follows 

 

Proposition  (Huang 2004). Take nYt  as the number of “Yes” in a srswr simple of size n to the question t=1 if  

and use P(H1). The probability of obtaining a “Yes” to the first question is  

=TA) 

 and to the randomized question 

 ii -T)+(1-S) 

An unbiased estimator of the A) is  

  , with variance  . 

 

The proposed estimator is more efficient Warner for any S and T. 

In the same year  Kim and Warde (2004) suggested to the RR procedure 

 

P(KW) RR procedure of Kim-Warde (2004) 

 Use a Warner´s randomization device R that selects with probabilities T and 1-T between the direct 

sensitive question “I  a member of the stigmatizing group” and its counter part “I am not a member 

of the stigmatizing group” . 

 If the answers is „no‟ use again P(W)  with probabilities S and  1-S . 

 

Each set of respondent provides an estimator of P(A). Fort he sample directed by the randomization device t 

the probability of yes is P
t
 Y=Pt +Qt.  Qt=1- Pt, Hence 

  and   

Proposition (Kim-Warde, 2004) Use P(KW) and assume that n(1)]0, n[.  Take   and  

 as estimators usign the sets.  The estimator  

  

is unbiased and its variance is  

+  

This result follows by taking the variances of the individual estimators 

  and    

As the proposed estimator is a linear function of the estimators each one is itself an estimator of P(A) . 

Gjestvang-Singh (2006) proposed that if the interviewed selected belongs to the sensitive group  a 

randomization device must be used. The surveyer fixes Let αh and βh, real numbers and a non-directional 

scrambling variable Sh, h=1,2, with  known 

 

P(GS) RR procedure of Gjestvang-Singh (2006)  
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 If the interviewed carries the stigma use the randomization procedure R(1), that chooses with 

probability  t=α1/(α1 +β1), for reporting a scrambled response y= 1+β1S1, and with q=1−p report  y= 

1−α1S1,  

 If the interviewed does not carry the stigma use the randomization procedure R(2) ) that chooses with 

probability  p*=α2/(α2 +β2) reporting a scrambled response y= 1+β2S2, and with y=1−p report y= 

−α2S2,  

 

Proposition  (Gjestvang-Singh (2006) ). Use P(GS) in a srswr simple of size n 

 
is unbiased for the true probability (A) and if 

 

Then 

 

 

This variance can  be made smaller than the variances of the estimators proposed by Warner (1965) and the 

Mangat and Singh (1990) fixing adequately the values of α2 and β2 . 

 

RR has been used in complex designs.  See for example  the development of it in a two-stage model, Saha 

(2006) and Bouza (2008) in ranked set sampling. 
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