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ABSTRACT 
In this paper, improved ratio and product type estimators have been developed for estimating the 
finite population mean of the study variable using auxiliary information in simple random 
sampling (SRS). The expressions for the bias and mean square error (MSE) of the proposed 
estimators are obtained under first order of approximation. Theoretical and empirical studies have 
been done to demonstrate the efficiencies of the proposed estimators over other well known 
estimators. 
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RESUMEN 
En este trabajo estimadores del tipo razón y producto mejorados han sido desarrrollados para 
estimar la media de una población finita de la variable bajo estudio usando información auxiliar en 
el muestreo simple aleatorio (msa). Las expresiones del sesgo y del error cuadrático medio (ECM) 
de los estimadores propuestos son obtenidos bajo aproximacion de  primer orden. Estudios 
teóricos y empíricos han sido desarrollados para demostar las eficiencias de los estimadores 
propuestos respecto a otros estimadores bien conocidos. 
 

1. INTRODUCTION 
 
The use of auxiliary information has become indispensable for improving the precision of the estimators of 
population parameters such as the mean and variance of a variable under study. A great variety of 
techniques such as the ratio, product and regression methods of estimation are commonly known in this 
regard. Auxiliary information can be used either at the design stage or at the estimation stage or at both the 
stages. Keeping this fact in view, large number of estimators have been suggested in sampling literature. 
Some noteworthy contributions in this direction have been made by Cochran(1940), Robson(1957), 
Murthy(1964), Singh (1967), Sahai (1979), Bahl and Tuteja (1991), Singh and Espejo (2003), Singh and 
Tailor (2005), Kadilar and Cingi (2005), Singh and Vishwakarma (2007, 2008), Shabbir et al. (2014), and 
many others.  
Let U  denote a finite population consisting of N  units },...,,{ 21 NUUU . Also, let ),( XY  denote the 
study variable and the auxiliary variable taking values )1,2,...,=( , ),( Nixy ii , respectively, on the thi  unit 
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iU  of the population U . On the assumption that the population mean )(X  of X  is known, the estimate of 
population mean )(Y  of Y  is obtained by selecting a sample of size n  ( Nn < ) from the population U  
using simple random sampling without replacement (SRSWOR) scheme.  
The conventional ratio and product estimators of Y  are given by  
 
                                                           
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

x
XyyR =     (1) 

                                                           
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where y  and x  are the sample means of Y  and X , respectively.   
Bahl and Tuteja (1991) suggested the following exponential type ratio and product estimators for the 
population mean Y :  
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 2. PROPOSED ESTIMATORS  
We define the following improved ratio and product type estimators for the population mean Y  in 
SRSWOR:  
 
                                                           13 )(1= tyt                                                                                 (5) 
                                                           24 )(1= tyt                                                                                (6) 
where   and   are real constants to be determined such that the MSEs of 3t  and 4t  are minimized.  
Further, it is observed that the estimators 3t  and 4t  reduces to a set of estimators },,{ 21 tty  by assigning 
suitable values to the constants   and   as follows: 

(i)  Usual unbiased estimator: y  for 1==   
(ii) Bahl and Tuteja (1991) ratio estimator: 1t  for 0=  
(iii) Bahl and Tuteja (1991) product estimator: 2t  for 0=   

To obtain the bias and MSE of the estimators 3t  and 4t , we consider  
                          )(1= ),(1= 10 eXxeYy   
Then, we have  
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Now, expressing (5) and (6) in terms of 0e , 1e , and retaining the terms of e’s upto the second degree, we 
obtain  
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Taking the expectations in (8), (9), and using results in (7), we obtain the bias of the estimators 3t  and 4t  
to the terms of order )( 1nO  as  
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where, 
x

yyx
yx C

Ck = .  
Again, from (8) and (9), by neglecting the terms of e’s having degree greater than one, we have  
 
                                                       
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Squaring both sides of (12) and (13), taking the expectation, and using results in (7), we obtain the MSE of 
the estimators 3t  and 4t  to the terms of order )( 1nO  as 
  
 


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2.1. Optimal Values of   and   
 
The optimal values of   and  , for which the MSE of the estimators 3t  and 4t  are minimized, are 
obtained by using the following conditions: 
                                                        0=)( 3tMSE

                                                                                   (16) 

                                                         0=)( 4tMSE
                                                                                  (17) 

 On solving (16) and (17), we have  



73  

                                                        yxk21=*                                                                                          (18) 
  
                                                        yxk21=*                                                                                          (19) 
where *  and *  denote the respective optimal values of   and  . Also, using these optimal values of 
  and   in (14) and (15), respectively, we obtain the minimum attainable MSE of the estimators 3t  and 

4t  as  
 )(1=)(=)( 222

43 yxyminmin CYtMSEtMSE    (20) 
 Remark. The minimum attainable MSEs in (20) corresponds to the MSEs of asymptotic optimum 
estimators (AOEs) *

3t  and *
4t , which are obtained on replacing   and  , in (5) and (6) by their respective 

optimal values, i.e., *  and *  . So, we have  
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To the first degree of approximation, the MSE of the various estimators listed above are:  
 
 22=)( yCYyV   (21) 
   )2(1=)( 222
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3. EFFICIENCY COMPARISONS 
 
For making efficiency comparisons of the estimators 3t  and 4t  with the existing estimators, we have from 
(14), (15), and (21) to (25), 
 
(i) )(<)( 3 yVtMSE  if  
          yxk41>    (26) 
 (ii) )(<)( 4 yVtMSE  if  
         yxk41>    (27) 
 (iii) )(<)( 3 RyMSEtMSE  if  
          yxk43<    (28) 
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 (iv) )(<)( 4 PyMSEtMSE  if  
         yxk43<    (29) 
 (v) )(<)( 13 tMSEtMSE  if  
         yxk42<    (30) 
 (vi) )(<)( 24 tMSEtMSE  if  
        yxk42<    (31) 
 
 4. EMPIRICAL STUDY 
 
To examine the merits of the proposed estimators 3t  and 4t  over other existing estimators, we have 
considered three natural population data sets as follows: 
 
Population I - [Source: Johnston (1972)] 
Y : Percentage of hives affected by disease 
X : Mean January temperature 
Z : Date of flowering of a particular summer species (number of days from January 1) 

0.73,= 0.94,= 0.80,= 200,= 42,= 52,= 4,= 10,=  XZYZYXZXYnN   
0.0021= 0.0170,= 0.0244,= 222

ZXY CCC  
 
Population II - [Source: Singh (1969)] 
Y : Number of females employed 
X : Number of females in service  
Z : Number of educated females 

0.2070,= 0.7737,= 179.00,= 5.31,= 7.46,= 20,= 61,= YZYXZXYnN   
0.0633= 0.5737,= 0.5046,= 0.0033,= 222

ZXYXZ CCC  
 
Population III - [Source: Steel and Torrie (1960)] 
Y : Log of leaf burn in sec 
X : Potassium percentage 
Z : Chlorine percentage 

0.4996,= 0.1794,=0.8077,= 4.6537,= 0.6860,= 6,= 30,= YZYXZXYnN 
0.7493= 0.2295,= 0.4803,= 0.4074,= ZXYXZ CCC  

 
The percentage relative efficiencies (PREs) are obtained for various suggested estimators of Y  with 
respect to the usual unbiased estimator y  and the findings are presented in Table 1.  
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Table  1: Percentage Relative Efficiencies (PREs) of various estimators with respect to y  
    
       Estimators   Auxiliary  

 variables used 
 Population I   Population II   Population III  

y  - 100.00 100.00 100.00 
Ry  X  276.85 205.34 94.62 
Py  Z  187.08 102.16 53.33 
1t  X  197.46 217.74 102.95 
2t  Z  134.09 104.38 120.62 
3t  X  277.78 249.14 103.33 
4t  Z  859.11 104.48 133.26 

  
 
5. CONCLUSIONS 
 
From Table 1, it is observed that: 
 
(i) For all the population data sets, the PRE of the proposed ratio estimator 3t  is more than that of the usual 
unbiased estimator y , the ratio estimator Ry  and the Bahl and Tuteja (1991) ratio estimator 1t . 
(ii) For all the population data sets, the PRE of the proposed product estimator 4t  is more than that of the 
usual unbiased estimator y , the product estimator Py  and the Bahl and Tuteja (1991) product estimator 

2t .  
So, the proposed estimators 3t  and 4t  outperforms the other existing estimators of the sampling literature, 
and hence can be preferred for practical applications.  
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