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Abstract
In this paper, we present the work we are carrying out within the AGODA project. One of the objectives of this project is
to extract the text of parliamentary debates of the Third Republic, digitised by the Bibliothéque nationale de France, and to
analyse these texts with NLP techniques. In particular, we will present the measures we use to measure the quality of the OCR,

and the first analyses we have conducted on this corpus.

1. Introduction

For the past sixty years, parliamentary debates have
been frequently used by humanities and social sciences
Chester1962, Franklin1993. The debates are indeed a
valuable source for many disciplines, such as political
science (Van Dijk, 2010), sociology (Cheng, 2015) or
linguistics (de Galembert et al., 2013} Hirst et al., 2014;
Rheault et al., 2016). History has also used these doc-
uments (Ouellet and Roussel-Beaulieu, 2003; Marnot,
2000; Thalainen et al., 2016; [Lemercier, 2021)), but it is
a source that is still too little used in France (Coniez,
2010).

Access to digitised and ocerised debates seems to have
a positive effect on the number of historical works us-
ing these documents (Bonin, 2020; Mela et al., 2022).
The same effect can be observed for other disciplines
using textual data from contemporary debates (FiSer
et al., 2018; |Fiser et al., 2020). The objective of the
AGODA project is thus to facilitate access to and use
of French parliamentary debates of the Third Repub-
lic. AGODA || (2021-2022) is one of the five pilot
projects supported by the DatalLab of the National Li-
brary of FranceE] (Puren and Vernus, 2021). It aims
to create an online platform for consulting and explor-
ing parliamentary debates in the Chamber of Deputies
(1881-1940), transcribed in the Journal officiel de la
République francaise. Débats parlementaires. Cham-
bre des députés : compte rendu in-extenso, available
online on Gallicd’} in the form of structured and se-
mantically enriched textual data.

In this paper, we present the NLP analyses we con-
ducted on the debates held between 1881 and 1899. In
the framework of the AGODA project, we are mainly
interested in the parliamentary cycle from 1889 to

'Analyse sémantique et Graphes relationnels pour
I’Ouverture et 1I’étude des Débats a 1’ Assemblée nationale.

“https://www.bnf fr/fr/les-projets-de-recherche

3 Available on Gallica

1893ﬂ but we apply topic modelling and word em-
bedding on a larger corpus (1881-1899) because both
methods (and especially word embedding) require a
large amount of text.

2. A corpus of ocerised printed texts

The issues of the Journal Officiel available on Gallica
have been digitised by the National Library of France
and the archives of the National Assembly. Between
1881 and 1899, 2596 issues were published, or 50791
imageﬂ The digital images of the documents avail-
able in JPG format can be downloaded via the Gallica
API. The debates are also downloadable in TXT for-
mat. ABBY FineReader automatic transcription (OCR)
software was used to extract the text of the debates on
the fly, as they were being digitised. The generated text
was made available online, but without extensive post-
correction.

As shown in figure [2] (see section [3), the quality of the
OCR is very variable - and can be particularly poor.
Various factors contribute to the high variability in the
quality of ocerised texts. The curvature of the page, due
to the binding of the registers, has the effect of ’curv-
ing* the text, sometimes even cutting off parts of it or
casting shadows on the pages. In addition, the qual-
ity of the documents themselves (stains, overprinted
text) is also at issue. We know that the quality of OCR
output could have a negative impact on the linguistic
analyses conducted on these texts (cf. section {4) (van
Strien et al., 2020). We therefore considered fully post-
correcting the texts; but the very poor quality of some
of the OCR outputs and their high overall variability
make this task particularly complex. For this reason,
we chose to ocerise the parliamentary debates again, in
order to obtain less faulty OCR outputs.

“This parliamentary cycle or “5th législature” took place
between 12 November 1889 and 14 October 1893.
3One image corresponding to one page.
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To extract the text from the images, we use the OCR
tool developed in the framework of the ANR SODUCO
projectﬁ Figure |1{ shows a view of the tool. It should
be noted that this tool not only ocerises texts but also
recognises named entities (such as speakers’ names).
OCR is performed using the PERO OCR engine (Kis$
et al., 2021; |[Kodym and Hradis, 2021} |[Kohtt and
Hradis, 2021)), which performs particularly well on his-
torical printed texts. Currently in private alpha version,
this tool was used, for example, to prepare the data used
in (Abadie et al., 2022). This dataset, which will be
freely available on Zenodoﬂ consists of texts ocerised
from a corpus of printed trade directories of Paris from
the XIXth century.

Handles size

change type

OCR | NER  Form JSON

Figure 1: Interface of the OCR tool developed by SO-
DUCO

3. Evaluation of the OCR output quality

As we have pointed out, the quality of the OCR can
have a significant impact on the results of NLP anal-
yses: it is therefore particularly important to measure
the quality of the OCR we obtain. In this section, we
will focus on the comparison of methods for measuring
OCR quality.

As a first step, we roughly evaluated the quality of the
OCR results obtained via Gallica, by estimating the
number of correct words present in the ocerised texts,
using the French dictionaryﬂ provided with the Python
library pyspellchecke;ﬂ . Figure shows that the qual-
ity of the OCR varies greatly.

This evaluation method has important limitations.
Firstly, we are working with a dictionary that is not well
adapted to our documents; it is based on a French that

Shttps://soduco.github.io/, https://anr.fr/Projet-ANR-18-
CE38-0013

"https://zenodo.org/record/6394464

8Which consists of a list of word frequencies

“https://pyspellchecker.readthedocs.io/en/latest/index.html
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Figure 2: OCR quality evaluation (OCR retrieved from
Gallica)

is too contemporary, including, for example, English
words such as ”PC* or “deal. Secondly, it is an un-
supervised method that is less reliable than supervised
methods using ground truth.

To improve our metrics, we are in the process of pro-
ducing a ground truth, based on 100 randomly selected
pages between November 1889 and November 1893.
This ground truth will allow us to more accurately as-
sess the quality of the OCR using Levenshtein distance.
Levenshtein distance consists of calculating the mini-
mum number of insertions, additions and substitutions
necessary to obtain the ground truth from the OCR re-
sult. For example, the Levenshtein distance between
”As above se below* and "as abve so belo* is 3.

Thanks to this ground truth, we will then be able
to calculate the Character Error Rate (CER) and the
Character Accuracy (CA) in OCR :

CER = Lev(textye,textocr)

len(textys)

Character Accuracy = max(0,1 — CER)

The main problem with Character Accuracy is that it
is very sensitive to layout analysis for OCR. Layout
analysis is one of the main tasks of an OCR engine,
but we would like to have a more flexible measure that
does not take into account errors in the reading order of
the document. This is why we chose to use the Flex-
ible Character Accuracy implementation (Clausner et
al., 2020) which is independent from the reading order.

ce qui est en haut
est comme

ce qui est en b|as

(a) Ground Truth

(b) OCR

Figure 3: Exemple A

We can see in Table[T|how Flexible Character Accuracy
gave an almost perfect result despite the incorrect read-
ing order achieved by the OCR. This is because each
block/character was almost always predicted correctly.
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Figure 4: Exemple B

Exemple ‘ CharAccuracy ‘ FlexCharAccuracy
A 0.45 1

B 0.39 0.95

Table 1: Character Accuracy vs Flexible Character Ac-
curacy

4. Topic Modelling and Word
Embedding Applied to Parliamentary
Debates

We also wish to facilitate the exploration of these de-
bates by offering new ways to “reading” them (Clavert,
2014). To gain an in-depth understanding of these doc-
uments, it is indeed necessary to adopt computational
methods to analyse such a large corpus of sources
(Pancur and éorn, 2016; Bonin, 2020). In this sec-
tion, we will present some examples of lexical analysis
that have been performed on the parliamentary corpus
(Bourgeois et al., 2022)), using the original ocerised text
provided by the National Library of France.

4.1. LDA

Latent Dirichlet Allocation is a Bayesian model based
on a strong hypothesis (Blei et al., 2003)), that fits ex-
tremely well our corpus. The underlying model is that
there exist hidden variables, namely the topics, which
consist of weighted lists of words (the more significant,
the higher their probability). Then, every text from the
corpus is generated by (1) picking at random a limited
number of topics and (2) selecting words from these
topics, according to their probability distribution. The
role of LDA is to revert this generation process in order
to retrieve the original topics, with the hope that their
statistical coherence reflects some semantic homogene-
ity.

The difficulties of LDA include determining the num-
ber of topics, ensuring their coherence, naming them
and aggregating those who are highly correlated (New-
man et al., 2010). We can for example produce a large
number of topics (Table [2] shows only 3 of the 40 top-
ics identified), then use an agglomerative clustering to
build coherent classes and proof-check them with a
qualitative survey. Hence we obtain 15 classes with
each a strong identity and limited correlation (Figure
).

With our new classes we can also look at their dis-
tribution over time - for example by looking at the
weight of each topic for every month of our corpus and

Topic 8 Topic 11 Topic 15
salaire général pari
question commission télégraphe
gouvernement | régiment faire

jour troupe ingénieur
patron monsieur train
chambre année ligne
droit jeune chambre
syndicat temps personnel
délégué faire etat
monsieur corps administration
travail soldat employé
travaux ministre poste
ministre homme public
greve loi travaux
faire an service
mineur guerre agent
mine service ministre
loi militaire fer
compagnie officier chemin
ouvrier armée compagnie

.

display it as a time series (Figure|[6).

Table 2: Three topics among 40: the working class (8),
the army (11) and the state infrastructures (15).

f
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Figure 5: Correlation between the topic “army” and the
other identified topics (by month).

The main drawback of this analysis is that a single par-
liamentary sitting is in fact a rather long text, in which
a possibly large sequence of topics are addressed one
after the other. It is therefore preferable to divide it
into several smaller chunks of texts that better fit the
hypothesis of the model. Theoretically, the structure
of the document provides a perfect tool for this divi-
sion, since the different parts of a parliamentary session
are easily recognisable by their titles in capital letters.



Topics Weight over time

Army School

Weight
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Colonies Law enforcement

Welight
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Date Date

Figure 6: Time evolution of four classes (by month)

However, the recognition of these titles is very imper-
fect in the original OCR, so we resorted to fixed-length
divisions. We hope that as the quality of the text im-
proves, we will be able to use a semantic-based division
instead of this arbitrary division.

Another limitation of LDA is that the topics consist of
discrete probability distributions over words. This non-
continuous method makes it difficult to cluster the top-
ics. Hence to cluster the topics, we relied on the com-
mon words between them. However, two topics can
be similar while having only a few words in common.
For example, a topic about rail traffic and another about
maritime traffic both talk about transport, but with dif-
ferent vocabulary. Furthermore, LDA is based only on
the word frequency matrix, and therefore does not take
into account the order of the words. For LDA, there is
no difference between “’the cat jumped over the fence*
and ’the fence jumped over the cat** - and yet the dif-
ference is is semantically huge. This is why, in addition
to LDA, we used word embedding.

4.2. Word Embedding

By definition, Latent Dirichlet Allocation builds a lim-
ited number of large semantic units and allow little con-
trol over the process. Alternatively, we may use word
embedding. Word Embedding consists in transforming
words in such a way that they will be interpret-able by
algorithm. We do that by assigning one vector to every
words in our corpus’ vocabulary. to reduce the dimen-
sion of the original space from tenth of thousands of
forms to a hundred of axes, and then apply classical
data science tools such a clustering or correlation anal-
ysis on the reduced space (Mikolov et al., 2013). Word
embedding has also shown its value in the study of par-
liamentary debates (Rheault and Cochrane, 2020).

4.2.1. First approach

We first considered using a One-Hot Encode Vector :
for a vocabulary of size V, each word is represented
by a vector of size V with only 0 except a 1 at a spe-

cific location assigned to the word. Unfortunately its a
pretty limited method since the word “war* will be as
different from the word “wine* than it is from the word
Zarmy*.

We also examined the use of a singular value de-
composition based on co-occurrences matrix. A co-
occurrence matrix is a matrix of size VxV, where V is
the size of the vocabulary, and each entry in the matrix
is 1 if two words co-occur and 0 otherwise. The pur-
pose of this method is to project this matrix into a lower
dimensional space to obtain our vector representation.
Once again, it has limitations; in particular, it is a time-
consuming and computationally intensive method. In
addition, we obtain a very scattered matrix since most
of the words do not co-occur. We then adopted an iter-
ative method: the algorithm learns the word vectors a
little more with each iteration of our model. To do this,
we used the Word2Vec algorithm and more precisely
CBOW.

4.2.2. Word2vec

CBOW consist in a neural network with one hidden
layer (Rong, 2014). Every word is first seen as a one-
hot vector and project into a lower dimensional space
with a weight matrix average. It is therefore expected
to maximise the probability of observing a target word
in relation to the other words around it (context word).
The words are then transformed into vectors that can
best predict the target word which is itself a vector. For
example, we want to predict the word “car* in the sen-
tence ’the — jumped over the fence*. Then a softmax
function is applied to minimise an objective function,
the cross-entropy. Gradient descent is used to update
all parameters. What we are interested in is the weight
matrix used to project the words into a lower dimen-
sional space: these will be our embedded words.

Once we have our vectors, we cluster them before dis-
playing them. We still need to apply dimension reduc-
tion to get a two dimensional representation. Princi-
pal component analysis can be used, but it is limited
as it seeks to perform a linear projection. We there-
fore decided to use the t-SNE algorithm. Technically,
this is not a dimension reduction method, but a two-
dimensional projection that finds a density probability
in the higher dimensional space, and tries to find the
nearest density probability in a 2-dimensional space us-
ing KL divergence. We can see on Figure [/| how well
our different clusters have been separated.

Skip-Gram is an alternative approach. It is the reverse
of the previous approach: given a word, we try to pre-
dict the best possible context word by assigning vectors
to them. Skip-Gram is generally considered to be more
accurate, but it takes longer to compute. This is because
of the objective function: the probability of observing
all words based on a target word takes longer to opti-
mise.
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Figure 7: t-SNE projection of the centroids of the clus-
ters.

4.2.3. top2vec

In addition to word2vec, we used the top2vec algo-
rithm (Angelov, 2020). It starts by embedding docu-
ments and vectors together using Doc2vec. Doc2vec
extends Word2Vec by adding a document vector that
will contribute to all training productions in addition to
the word vectors (Le and Mikolov, 2014). Once all our
document vectors have been trained, an HDBSCAN
clustering algorithm - density-based spatial clustering
of applications with noise - is used to group the docu-
ments into clusters (Campello et al., 2013)). Topic vec-
tors are found as the centroid of the document vectors
for each dense area. We then search for the nearest
word vectors to obtain the topics.

With top2vec, we obtain a large number (113) of highly
coherent clusters (Table 4] shows three of the 113 clus-
ters identified), which we can study in relation to each
other, or in relation to other parameters such as time.
We can recombine them, for example through agglom-
erative clustering (Figure[8): with some choices of link-
age, we can find superclasses that are very similar to the
topic models ; while with others, we get more detailed
information about some aspects of the corpus.

Once we have the topic vectors, we can make a more
natural clustering based on their vector representations.
We can see an example of a cluster of topic obtained.
On it seems to capture every topic related to network
and transport.

However, word embedding is probably more sensitive
than LDA to the quality of the OCR, since a clustering
of documents requires that each text belongs to a single
class, whereas several topics can be combined. More-
over a more appropriate segmentation of the parliamen-
tary debates - according to the different sequences of a

Cluster 55 | Cluster 68 Cluster 70
victimes divorce enveloppes
inondations | epoux timbres
secourir mariage poste
eprouvees conjugal postale
orages divorces timbre
sinistres adultere recepisses
grele conjugale postes
secours remarier postaux
venir separation telegraphes
infortunes indissolubilite colis
ravages conjoints fixe
miseres mutuel recouvrements
catastrophe | separations graphes
evenements | mari postales
repartition | mariages taxe
incendies femme decide
soulager conjoint soit

Table 3: Three clusters among 113: storms (55), di-

vorce (68) and the post office (70).
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Figure 8: Excerpt from a t-SNE projection of the cen-
troids of the clusters.

parliamentary sitting - should have a significant impact
on the results.

5. Conclusions

The AGODA project aims to analyse texts from parlia-
mentary debates of the Third Republic, based on digi-
tised documents. As in any project working with digi-
tised historical documents, one of the main obstacles is
to extract (as clean as possible) text from images. We
hope to achieve a very low error text at the end of the
project, by combining both re-ocerisation of the docu-
ments and post-correction of the texts. We also hope



Cluster 55 Cluster 68 Cluster 70
paquebots trains strategiques
postal freins loulan
escale wagons ligne
messageries mecaniciens chemins
antilles signaux timbre
transatlantiques | train trongons
west voyageurs kilometres

Table 4: A cluster made a three topics

to improve the results we obtain with topic modeling
and word embedding. Although these “bag-of-words”
techniques are not as sensitive to OCR quality as spe-
cific tasks such as name entity recognition, there is a
strong incentive to use corrected text to perform natu-
ral language processing (van Strien et al., 2020; Mutuvi
et al., 2018)).
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