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Socio-technical systems?
webloggers, communities of scientists, software developers 
and wiki contributors

more broadly: socio-semantic systems involving agents 
creating and processing knowledge, exchanging information 
connecting concepts in a distributed manner...
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Social cognition?

Not immediately related to 
cognitive psychology...

...rather, “information 
production and processing in 
a system of a (generally) 
large number of individuals”
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Social cognition?

social factors influencing 
individual knowledge

organization of cognitive 
labor (distributed 
cognition, e.g. scientific 
communities)

notion of collective 
knowledge



1. Social and applied 
epistemology

2. Cultural 
anthropology

3. Social computing

Social cognition?
“Culture is acquired information, such as 
knowledge, beliefs, and values, that is 
inherited through social learning, and 
expressed in behaviors and artifacts.” 

(Mesoudi, Whiten & Laland, 2004)

“(...) explaining the capacity of some 
representations to propagate until 

becoming precisely cultural, that is, 
revealing the reasons of their contagiosity.”

(Lenclud, 1998)



3.    Social computing
“socio-informatics”
essentially from large datasets of in vivo human behavior

•from government 
agencies 
(public health, economics, 
bibliographical 
records, ...)

•from companies on 
consumer behavior
(supermarkets, transit 
networks, cell 
phone, ...)

•from online services in 
various contexts
(emails, discussion forums, 
wikis, blogs, ...)



3.    Social computing
“socio-informatics”
essentially from large datasets of in vivo human behavior

social 
sensing (Google FluTrends, 2008)



3.    Social computing
“socio-informatics”
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Features Week 0 Week 1 Week 2
url 39.5 25.5 22.5

retweet 12.1 12.1 11.66

TABLE II
URL AND RETWEET PERCENTAGES FOR CRITICAL WEEK

promotional material) as well as retweets, which involve users
forwarding tweet posts to everyone in their friend-list. Both
these forms of tweets are important to disseminate information
regarding movies being released.
First, we examine the distribution of such tweets for dif-

ferent movies, following which we examine their correlation
with the performance of the movies.
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Fig. 5. Percentages of urls in tweets for different movies.

Table 2 shows the percentages of urls and retweets in the
tweets over the critical period for movies. We can observe that

Features Correlation R2

url 0.64 0.39
retweet 0.5 0.20

TABLE III
CORRELATION AND R2 VALUES FOR URLS AND RETWEETS BEFORE

RELEASE.

Features Adjusted R2 p-value
Avg Tweet-rate 0.80 3.65e-09

Tweet-rate timeseries 0.93 5.279e-09
Tweet-rate timeseries + thcnt 0.973 9.14e-12
HSX timeseries + thcnt 0.965 1.030e-10

TABLE IV
COEFFICIENT OF DETERMINATION (R2) VALUES USING DIFFERENT

PREDICTORS FOR MOVIE BOX-OFFICE REVENUE FOR THE FIRST WEEKEND.

there is a greater percentage of tweets containing urls in the
week prior to release than afterwards. This is consistent with
our expectation. In the case of retweets, we find the values to
be similar across the 3 weeks considered. In all, we found the
retweets to be a significant minority of the tweets on movies.
One reason for this could be that people tend to describe their
own expectations and experiences, which are not necessarily
propaganda.
We want to determine whether movies that have greater

publicity, in terms of linked urls on Twitter, perform better in
the box office. When we examined the correlation between the
urls and retweets with the box-office performance, we found
the correlation to be moderately positive, as shown in Table
3. However, the adjusted R2 value is quite low in both cases,
indicating that these features are not very predictive of the
relative performance of movies. This result is quite surprising
since we would expect promotional material to contribute
significantly to a movie’s box-office income.

B. Prediction of first weekend Box-office revenues
Next, we investigate the power of social media in predicting

real-world outcomes. Our goal is to observe if the knowledge
that can be extracted from the tweets can lead to reasonably
accurate prediction of future outcomes in the real world.
The problem that we wish to tackle can be framed as

follows. Using the tweets referring to movies prior to their
release, can we accurately predict the box-office revenue
generated by the movie in its opening weekend?
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predictors

To use a quantifiable measure on the tweets, we define the
tweet-rate, as the number of tweets referring to a particular

social 
sensing

(Asur, Huberman, 2010)
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Figure 3 | The shape of human trajectories.
a, The probability density function W(x, y) of
finding a mobile phone user in a location (x, y) in
the user’s intrinsic reference frame (see
Supplementary Information for details). The
three plots, from left to right, were generated for
10,000 users with: rg# 3, 20, rg# 30 and
rg. 100 km. The trajectories become more
anisotropic as rg increases. b, After scaling each
position with sx and sy, the resulting
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has approximately the same shape

for each group. c, The change in the shape of
W(x, y) can be quantified calculating the isotropy
ratio S;sy/sx as a function of rg, which decreases
as S*r{0:12

g (solid line). Error bars represent the
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(Roth, Kang, Batty, Barthelemy, 2011)

(Gonzalez, Hidalgo, Barabasi, 2008)
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Figure 3: Probability of V voting positively on C given the
difference in merit between V and C. (a) Difference in the
number of edits between V and C. (b) Difference in the
number of barnstars.

tion of positive votes received by candidates from voters,
restricted to different sub-populations of the candidates and
voters. We consider ways of evaluating a candidate C rela-
tive to a voter V based on different figures of merit. We be-
gin with the number of edits to articles, which can be taken
as a basic measure of the total activity (and hence, in some
sense, contributions) on Wikipedia.

In Figure 3(a), we show the probability that a voter V will
support a candidate C as a function of the signed logarithm
(sign(x) · log10(|x|)) of the difference in the number of edits
they’ve each made. (Thus a negative value means that V has
made fewer edits than C, while a positive value means that
V has made more edits than C, and these differences appear
on the x-axis on a logarithmic scale.) We observe several
important features of this plot. First, it is significantly higher
to the left of 0 (when candidate C has more edits) than it is
to the right of 0 (when voter V has more edits). This is
the most basic indication that the relative merit of V and C
is playing a role. Moreover, the effect on the positive-vote
fraction is significant over multiple orders of magnitude in
the difference of edit counts.
Non-Monotonic Effects of Relative Merit. There is a fur-
ther striking point to note about Figure 3(a): not only is
there a drop in the positive-vote fraction as we move from
negative log-differences to positive ones, but there is also a
“rebound” in which the positive vote fraction climbs again

once the log-difference exceeds 1. (The error bars indicate
that this effect is significant.) This means that, in aggregate,
voters are least likely to support candidates who have edit
counts that are approximately the same as their own. Note
that even though there is a rebound when V has higher edit
count than C, the probability of V voting positively is still
below the baseline.

In Figure 3(b) we perform the same analysis for a differ-
ent relative figure of merit: the difference between the num-
ber of barnstars received by the candidate C and the voter
V . (Again, a negative difference means that the candidate
has more barnstars than the voter.) The shape of the curve is
surprisingly similar, given that the measure of merit is quite
different; again we see the drop from negative differences
to positive ones, and the same non-monotonicity around 0.
There is an additional interesting feature in Figure 3(b): the
single biggest change in the positive-vote fraction occurs
when we move from negative barnstar differences to non-
negative barnstar differences. This suggests that in analyz-
ing relative merit based on barnstars, the sign of the differ-
ence — i.e. the simple contrast between whether the voter
has more barnstars than the candidate or fewer — is more
salient that the actual numerical value of the difference.

The non-monotonicity around 0, and the fact that it shows
up so significantly in both curves, suggests some intrigu-
ing conjectures about relative merit. In particular, it sug-
gests that voters are particularly critical of candidates whose
level of achievement is comparable to their own — a contrast
with the simpler (and incorrect) hypothesis that the support
of voters for candidates should be purely monotonic in this
relative level of achievement. Such a conjecture forms an
interesting connection to the recent lines of research in so-
cial networks mentioned earlier, studying the roles played
by relative assessments in comparison to a peer group.
Direct Voter-Candidate Interactions. Finally, we consider
an even more direct kind of relationship between a candidate
C and a voter V : the extent to which C and V communi-
cated prior to the election. We use edits that C and V made
to each other’s user-talk pages on Wikipedia as the trace data
for the history of communication between them.

Figure 4 examines this by plotting the probability of a
support vote versus the number of talk-page edits between
the candidate and the voter (Figure 4(a)) and the total num-
ber of words exchanged by the voter and the candidate on
their respective talk pages (Figure 4(b)). We see that there
is a clear upward effect in which the probability that V will
vote positively on C tends to increase with the amount of
direct communication that the two have had. Figure 4(a)
in particular indicates that the simple existence or non-
existence of prior communication between C and V has a
large effect on the probability of a positive vote.

Thresholds and Diversity in Voter Behavior
So far we examined how voters make decisions by compar-
ing the candidate to themselves. Now, we examine how vot-
ers evaluate the candidate in the context of previous votes in
the election. We explore how voters make decisions in the
context of a specific election, as it unfolds over time and in
public. In this context we are interested in threshold-based

(notabilia.net)

(Leskovec, Huttenlocher, 
Kleinberg, 2010)
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What is needed for an experimental  
science of cultural dynamics?

Knowing the shape of 
social interactions

Knowing the dynamics of 
content 
and being able to 
describe “cultural items”
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Social networks: blogs
Classical stylized facts:

power-law, topological 
communities, transitivity, 
patterns...

Morphogenesis models
random, agent-based models 
based on posting behavior

(McGlohon, Leskovec, 
Faloutsos, Hurst, Glance, 2007)



Social networks: blogs
Classical stylized facts:

power-law, topological 
communities, transitivity, 
patterns...

Morphogenesis models
random, agent-based models 
based on posting behavior

(Gotz, Leskovec, 
McGlohon, Faloutsos, 2009)



Dynamics of conversations
Dynamics of discussions

McGlohon

(Gruhl et al., 2004)
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Dynamics of conversations
Dynamics of term usage

vs. source type
vs. location
predictive (Balog et al., 2004; Mishne et al., 2006)



Dynamics of concepts
Dynamics of sentences, called “memes”

(Leskovec, Backstrom, Kleinberg, 2009)



Dynamics of concepts
Dynamics of disciplines 
using citation networks

modularity for a given partitioning of the network into m
modules is the sum of the total weight of all links in each module
minus the expected weight

Q ! !
i!1

m wii

w "
wi

inwi
out

w2 . [2]

Here, wii is the total weight of links starting and ending in module
i, wi

in and wi
out are the total in- and out-weight of links in module

i, and w is the total weight of all links in the network. To estimate
the community structure in a network, Eq. 2 is maximized over
all possible assignments of nodes into any number m of modules.
Eqs. 1 and 2 reflect two different senses of what it means to have
a network. The former, which we pursue here, finds the essence
of a network in the patterns of flow that its structure induces.
The latter effectively situates the essence of network in the
topological properties of its links (as we did in ref. 16).

Does this conceptual distinction make any practical differ-
ence? Fig. 2 illustrates two simple networks for which the map
equation and modularity give different partitionings. The
weighted, directed links shown in the network in Fig. 2 A induce
a structured pattern of flow with long persistence times in, and
limited flow between, the four clusters as highlighted on the left.
The map equation picks up on these structural regularities, and
thus the description length is much shorter for the partitioning
in Fig. 2 A Left (2.67 bits per step) than for Fig. 2 A Right (4.13
bits per step). Modularity is blind to the interdependence in
networks characterized by flows and thus cannot pick up on this
type of structural regularity. It only counts weights of links,
in-degree, and out-degree in the modules, and thus prefers to
partition the network as shown in Fig. 2 A Right with the heavily
weighted links inside of the modules.

In Fig. 2B, by contrast, there is no pattern of extended flow at
all. Every node is either a source or a sink, and no movement

along the links on the network can exceed more than one step
in length. As a result, random teleportation will dominate
(irrespective of teleportation rate), and any partition into mul-
tiple modules will lead to a high flow between the modules. For
a network such as in Fig. 2B, where the links do not induce a
pattern of flow, the map equation always will partition the
network into one single module. Modularity, because it looks at
pattern in the links and in- and out-degree, separates the
network into the clusters shown at right.

Which method should a researcher use? It depends on which
of the two senses of network, described above, that the re-
searcher is studying. For analyzing network data where links
represent patterns of movement among nodes, f low-based ap-
proaches such as the map equation are likely to identify the most
important aspects of structure. For analyzing network data
where links represent not flows but rather pairwise relationships,
it may be useful to detect structure even where no flow exists.
For these systems, topological methods such as modularity (11)
or cluster-based compression (16) may be preferable.

Mapping Scientific Communication
Science is a highly organized and parallel human endeavor to
find patterns in nature; the process of communicating research
findings is as essential to progress as is the act of conducting the
research in the first place. Thus, science is not merely a set of
ideas but also the flow of these ideas through a multipartite and
highly differentiated social system. Citation patterns among
journals allow us to glimpse this f low and provide the trace of
communication between scientists (27–31). To highlight impor-
tant fields and their relationships, to uncover differences and
changes, to simplify and make the system comprehensible—we
need a good map of science.

Using the information theoretic approach presented above, we
map the flow of citations among 6,128 journals in the sciences
(Fig. 3) and social sciences (Fig. 4). The 6,434,916 citations in this
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Fig. 4. A map of the social sciences. The journals listed in the 2004 social science edition of Journal Citation Reports (32) are a subset of those illustrated in Fig.
3, totaling 1,431 journals and 217,287 citations. When we map this subset on its own, we get a finer level of resolution. The 10 modules that correspond to the
social sciences now are partitioned into 54 modules, but for simplicity we show only links that the random surfer visits at least 1/2,000th of her times together
with the modules they connect (see SI for the complete list). For this particular level of detail, we capture 97% of the node weights and 90% of all flow.

1122 " www.pnas.org#cgi#doi#10.1073#pnas.0706851105 Rosvall and Bergstrom

(Rosvall & Bergstrom, 2010)
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Dynamics of concepts
Dynamics of disciplines 
using citation networks

Discussion

The problem of detecting structural change in large networks
adds two new challenges to the basic problem of network
clustering: (1) we need appropriate statistical methods to identify
significant features of network clustering and to distinguish
between trends and noise in the data, and (2) we require effective
visualizations to bring out the stories implicit in a time series of
cluster maps. To resolve the first of these challenges, we have
developed a method for significance clustering based on the
parametric bootstrap. To address the second, we have presented
the visualization technique of alluvial diagrams. These methods
are general to many types of networks and can answer questions
about structural change in science, economics, and business.

Materials and Methods

Here we lay out the details of how we generate significance
clusters and alluvial diagrams for mapping change in networks.
Because this method assesses how much confidence we should
have in the clustering of a network, we can detect, highlight, and
simplify the significant structural changes that occur over time or
between states in large networks, for example, citation networks,
traffic networks, and monetary flow networks. This approach to
mapping change in large networks works for any clustering
algorithm. The choice of algorithm depends on the network type
(undirected, directed, unweighted, weighted) and the scope of the
study. Here we focus on the general case of weighted directed
networks. We also assume that the weight of the links can be
described by a Poisson-like process. That is, the weights
represent, or can be modeled by, independent events in time.
This can be generalized to other distributions of link weights; see
section 2 below.
The method consists of four steps, described below and

illustrated in Fig. 4:

1. Cluster the original networks observed at each time point.

2. Generate and cluster the bootstrap replicate networks for each
time point.

3. Determine significance of the clustering for at each time point.

4. Generate an alluvial diagram to illustrate changes between
time points.

For simplicity of description, here we map the change between
two states G1 and G2 of a network — but it is straightforward to
extend the procedure to more states. We enumerate the N nodes
by a~1,2, . . . ,N . (The set of nodes in G1 need not be identical to
the set in G2.) By wab we denote a directed link from node a to
node b with weight w. Because the significance clustering
procedure described below works exactly the same for each
particular state of the network, we omit the superscript of G in
what follows unless necessary to avoid confusion.

1. Cluster Real-World Network
We first partition the network G into the modular description

M. In the modular description, each node is assigned to one
and only one module. The number of modules depends on the
network and the objective function of the clustering algorithm. To
capture the dynamics across the links and nodes in directed
weighted networks, we use the map equation as the objective
function [5,18]. For a dynamic visualization of the mechanics of
the map equation, see http://www.tp.umu.se/,rosvall/livemod/
mapequation/. In Appendix S1, we present a short review and a
new efficient algorithm to search for a partition of the network that
minimizes the expected description length of a random walk across
the nodes and links of the network. This description length is
quantified by the map equation, but the search algorithm can also
be generalized for other objective functions.

2. Generate and Cluster Bootstrap-World Networks
The bootstrap is a statistical method for assessing the accuracy

of an estimate by resampling from the empirical distribution. This
method is particularly powerful when the variance of the estimator

Figure 3. Mapping change in science. This set of scientific fields show the major shifts in the last decade of science. Each significance clustering
for the citation networks in years 2001, 2003, 2005, and 2007 occupies a column in the diagram and is horizontally connected to preceding and
succeeding significance clusterings by stream fields. Each block in a column represents a field and the height of the block reflects citation flow
through the field. The fields are ordered from bottom to top by their size with mutually nonsignificant fields placed together and separated by half
the standard spacing. We use a darker color to indicate the significant subset of each cluster. All journals that are clustered in the field of
neuroscience in year 2007 are colored to highlight the fusion and formation of neuroscience.
doi:10.1371/journal.pone.0008694.g003

Mapping Change in Networks
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(Rosvall & Bergstrom, 2010)
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Socio-semantic morphology
Diffusion cascade shapes in a blog network

(McGlohon, 
Leskovec, Faloutsos, 
Hurst, Glance, 2007)
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Fig. 2: Common cascade shapes, ordered by the frequency in the dataset

(a) First vs. second PC (b) Second vs. third PC

Fig. 3: Principal components for blogs by CascadeType labeled by topic. PC’s were generated by analyzing a matrix of blogs
by counts of cascade types. Note that there is a clear separation between conservative blogs (represented by red crosses), and
humorous blogs (represented with by circles), both on axes of the first and second PC (a), and on axes of the second and third
PC (b). Ovals indicate the main clusters

blogger b (in B) contributes at least one post.
Let t ∈ T be an instance of a cascade. t(p), for t ∈ T and

p ∈ P is the subtree of the conversation t starting at post
p. Define the conversation mass generated by post p as the
number of posts in t(p). Define the conversation mass for
blogger B as the sum of the conversation mass of t(p) over all
t in T (B), where p is the first post in t authored by blogger
b.

In other words, the conversation mass for a blogger equals:
the total number of posts in all conversation trees below the
point in which the blogger contributed, summed over all con-
versation trees in which the blogger appears.

3.2 Principal component analysis

Given many vectors in D-dimensional space, how can visual-
ize them, when the dimensionality D is high? This is exactly
where Principal Component Analysis (PCA) helps. PCA
will find the optimal 2-dimensional plane to project the data
points, maintaining the pair-wise distances as best as possi-
ble. PCA is even more powerful than that: it can give us
a sorted list of directions (“principal components”) on which
we can project. See [12] or [14] for more details.

3.3 Clustering blogs by CascadeType

Our first experiments involved performing PCA on a large,
sparse matrix where rows represented blogs and columns rep-
resented different types of cascades. Each entry was a count,
and in order to reduce the variance, we took the log of each

count. Our dataset consisted of 44, 791 blogs with 8, 965 cas-
cade types.

It was of interest to impose social networks upon the blogs,
based on what topics the blogs tended to focus on. We hand-
classified a sample of the blogs in the icwsm data by topic,
and found that we could often separate communities based
on this analysis. For the purposes of visualization we chose to
focus on two of the larger communities, politically conserva-
tive blogs and “humorous” blogs (such as blogs for different
web-comics and humorists). Figure 3(a) shows these blogs
plotted on the first two principal components, and Figure 3(b)
shows them plotted on the second and third principal compo-
nents. Ovals are drawn around the main clusters. We notice a
distinct separation between the conservative community and
the humor community; this means that the two communities
engage in very different conversation patterns.

3.4 Observations

Based on our CascadeType analysis, we make the following
observations:

Observation 1. Communities often cluster around the same
types of cascades, with distinct conversation patterns.

It seems that conservative blogs and the “humorous” blogs
form separate clusters. We believe this is the case because
conservative blogs tend to form deep, chainlike graphs whereas
the humorous blogs form stars. Some similar observations
may be made for other communities; we used these two be-
cause they were the most distinct. This result shows that blog
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Content vs. social network
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trary monotonic function could describe the relationship be-
tween two variables, without making any other assumptions
about the particular nature of the relationship between the
variables. Our inclusive and complete dataset guarantees re-
liability of the correlation estimates. The closer ρ is to +1
or −1, the stronger the likely correlation. A perfect positive
correlation is +1 and a perfect negative correlation is −1.

Comparing three measures of user influence
To see what kinds of users are the most influential, we visited
the Twitter pages of the top-20 users based on each measure.

The top influentials The most followed users span a wide
variety of public figures and news sources. They were
news sources (CNN, New York Times), politicians (Barack
Obama), athletes (Shaquille O’Neal), as well as celebrities
like actors, writers, musicians, and models (Ashton Kutcher,
Britney Spears). As the list suggests, indegree measure is
useful when we want to identify users who get lots of at-
tention from their audience through one-on-one interactions,
i.e., the audience is directly connected to influentials.

The most retweeted users were content aggregation ser-
vices (Mashable, TwitterTips, TweetMeme), businessmen
(Guy Kawasaki), and news sites (The New York Times, The
Onion). They are trackers of trending topic and knowledge-
able people in different fields, whom other users decide to
retweet. Unlike indegree, retweets represent influence of a
user beyond one’s one-to-one interaction domain; popular
tweets could propagate multiple hops away from the source
before they are retweeted throughout the network. Further-
more, because of the tight connection between users as sug-
gested in the triadic closure (Granovetter 1973), retweeting
in a social network can serve as a powerful tool to reinforce
a message—for instance, the probability of adopting an in-
novation increases when not one but a group of users repeat
the same message (Watts and Dodds 2007).

The most mentioned users were mostly celebrities. Ordi-
nary users showed a great passion for celebrities, regularly
posting messages to them or mentioning them, without nec-
essarily retweeting their posts. This indicates that celebrities
are often in the center of public attention and celebrity gos-
sip is a popular activity among Twitter users.

If retweets represent a citation of another user’s con-
tent, mentions represent a public response to another user’s
tweet—the focus of a tweet is on content for retweets, while
the focus is on the replied user for mentions. This can be
confirmed from the usage of conventions in tweets: 92% of
tweets that had a RT or via marker contained a URL and
97% of them also contained the @username field. This
means that retweets are about the content (indicated by the
embedded URL) and that people typically cite the authen-
tic source when they retweet. However, fewer than 30% of
tweets that were classified as mentions contained any URL,
indicating that a mention is more identity-driven.

Across all three measures, the top influentials were gener-
ally recognizable public figures and websites. Interestingly,
we saw marginal overlap in these three top lists. These top-
20 lists only had 2 users in common: Ashton Kutcher and
Puff Daddy. The top-100 lists also showed marginal over-
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Figure 1: Venn diagram of the top-100 influentials across
measures: The chart is normalized so that the total is 100%.

lap, as shown in Figure 1, indicating that the three measures
capture different types of influence.

Relative influence ranks In order to investigate how the
three measures correlate, we compared the relative influence
ranks of all 6 million users (Table 1). We see a moderately
high correlation (above 0.5) across all pairs. However, the
high correlation appears to be an artifact of the tied ranks
among the least influential users, e.g., many of the least con-
nected users also received zero retweet and mention. To
avoid this bias, we focused on the set of relatively popu-
lar users. We considered users in the top 10th and 1st per-
centiles based on indegree, in the hope that users who get
retweeted or mentioned must have some followers.

Table 1: Spearman’s rank correlation coefficients
Correlation All Top 10% Top 1%
Indegree vs retweets 0.549 0.122 0.109
Indegree vs mentions 0.638 0.286 0.309
Retweets vs mentions 0.580 0.638 0.605

After this filtering step, the top users showed a strong
correlation in their retweet influence and mention influence.
Sampling the top users based on retweets or mentions leads
to similar results. This means that, in general, users who get
mentioned often also get retweeted often, and vice versa. In-
degree, however, was not related to the other measures. We
conclude that the most connected users are not necessarily
the most influential when it comes to engaging one’s audi-
ence in conversations and having one’s messages spread.

Discussion of methodology Normalizing retweets and
mentions by total tweets would yield a different measure
of influence, which might have led to very different results.
When we tried normalizing the data, we identified local
opinion leaders as the most influential. However, normal-
ization failed to rank users with the highest sheer number of
retweets as influential. Therefore, in this paper, we use the
sheer number of retweets and mentions without normalizing
these values by the total tweets of a user.

Other measures such as the number of tweets and out-
degree (i.e., the number of people a user follows) were not
found to be useful, because they identified robots and spam-
mers as the most influential, respectively. Therefore, we do
not use these measures.
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Socio-semantic influence effects
high indegree not 
correlated with many 
retweets

influence is boosted by 
focusing on a given topic,

...even if most influential 
users can remain influent on 
a variety of topics

(Cha, Haddadi, Benevenuto, Gummadi, 2010)
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Limits when focusing on the level of individual

influence of characteristics expressable at the mesolevel of the team only, 
team formation processes ≠ sum of individual rationalities

Collaboration also depends on cognitive properties 
how teams are formed, given both social and semantic features?

vs.(Taramasco, Cointet, 
Roth, 2010)
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Socio-semantic hypergraphs
Computing the propensity of team formation
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Socio-semantic hypergraphs
Computing the socio-semantic correlation of teams
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Towards experimental
socio-semantic 
dynamics

We now have good knowledge of social network processes.

We still need to develop a solid framework to describe 
local cognition processes.
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