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Abstract – This paper explores the use of self-organizing maps (SOM) for exploratory data 
analysis of breast cancer data. We were able to visualize the data with the SOM in a way that 
makes it possible to, rather easily, identify possible connections between variables. The 
possible connections found can then be further tested for statistical significance, using well-
known statistical methods. We report preliminary results on using SOM for identifying possible 
relationships in breast cancer data. The results are consistent with the existing scientific 
medical literature on breast cancer. We discuss the usability of the SOM for finding patterns 
and connections between variables in medical data. 
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1   Introduction 
 
Medicine is an area characterized by large amounts of multidimensional data and rigorous 
application of statistical methods and tests. Nearly all statistics-based medical research is based 
on the identification of patterns and relationships in large amounts of data, making it a suitable 
area for the application of data mining approaches. In addition, statistical medical research can 
benefit from methods that have a low sensitivity to erroneous data and outliers, which 
traditionally have been problematic for statistical methods. Indeed, data mining has been 
frequently applied to medical datasets since, as in engineering, the availability of large 
amounts of complex data provides an ideal testing ground for data mining approaches. Neural 
networks, in particular those based upon supervised learning, have been one of the most 
frequently applied data mining tools in medicine, and have proven to be good complements to 
traditional statistical approaches. 
 
Although visualization approaches, such as the self-organizing map (SOM) have also been 
applied to medical data, the approaches have often been diagnostic or classification based, and 
the use of the SOM for exploratory data analysis has not been, to our knowledge, strongly 
emphasized. 
 
The self-organizing map has been used in a wide range of different applications. Primarily, the 
SOM has been used in engineering applications [2,27], but it has also been applied in other 
fields, such as financial analysis [19,9,10], macro economic analysis [12,7,16], and text 
analysis [14,15,31].  
 
The SOM has also been applied in medicine. For example, Oja et al. [25] mention that 268 
papers on using the SOM in engineering in biology and medicine were written between 1998 
and 2001. Of the papers in medicine, cancer research has received some attention, particularly 
for diagnosis and classification. Several papers have been written on breast cancer analysis [for 
example, 6,32,3,18,24]. Most of these studies use the SOM for clustering or classification, 
focusing on the technical capabilities of the SOM versus other available (usually statistical) 
tools. Very few studies explore the use of the SOM purely for exploratory analysis, in order to 
form new hypotheses based on visual analysis of the data.  
 
In this paper, we use the SOM for visual exploration and hypothesis formulation on a dataset, 
by searching for possible dependencies. Preliminary correlation hunting using the SOM has 
been explored in a similar manner, for example, in Vesanto and Ahola [28]. This research also 
builds on the findings of Vesanto [27], who has studied the use of the SOM in exploratory data 
analysis. 
 
In the breast cancer literature, certain dependencies in the type of dataset we have are known 
and accepted. Using the SOM for preliminary analysis of the data, we identified a number of 
relationships and could compare and verify the found relationships by using sources from the 
medical literature on breast cancer. 
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2   Methodology 
 
2.1   The Self-Organizing Map 
 
The SOM is a two-layer unsupervised neural network that maps multidimensional data onto a 
two dimensional topological grid [13]. The data are grouped according to similarities and 
patterns found in the dataset, using some form of distance measure, usually the Euclidean 
distance. The result is displayed as a series of nodes on the map, which can be divided into a 
number of clusters based upon the distances between the clusters. As the SOM is unsupervised, 
no target outcomes are provided, and the SOM is allowed to freely organize itself, based the 
patterns identified, making the SOM an ideal tool for exploratory data analysis. "Exploratory 
data analysis methods, like SOM, are like general-purpose instruments that illustrate the 
essential features of a data set, like its clustering structure and the relations between its data 
items" [12]. Thus, the SOM can be said to perform visual clustering of data. 
 
The SOM differs from statistical clustering methods in a number of ways, although it is similar 
to k-means clustering. Firstly, when using the SOM the targeted number of clusters does not 
have to be defined. Secondly, the SOM is more tolerant towards data that do not follow a 
normal distribution. Thirdly, the SOM is quite efficient, and is faster than most top-down 
hierarchical clustering methods [29]. Finally, and most importantly, the SOM is a very visual 
method, as opposed to many statistical methods. 
 
2.2   The data 
 
The dataset consisted of 497 rows of data, each corresponding to one patient. The variables 
included are the age of the patient (age), the size of the tumor in centimeters (size), lymph 
node status (node, presence or absence of cancer foci in the regional lymph nodes), histological 
grade of the tumor (GR, from grades 1 to 3) and estrogen receptor status (ER, percent of ER 
positive nuclei). The dataset is from the Turku University Department of Pathology (Finland) 
and is also used in a paper by Nastac et al. [23]. 
 
The histological grade of the tumor refers to the degree of differentiation of the cancer cells 
compared to normal breast cells, where grade 1 is well differentiated and grade 3 is poorly 
differentiated. A lower grade implies cells that look more like normal cells and grow slowly, 
whereas a high grade implies the opposite. High grade cells have a tendency to spread. The ER 
status reflects how well the cells are receptive to estrogen. A high ER tumor is more likely to 
grow in a high estrogen environment. The ER status defines which type of treatment the tumor 
is receptive to. 
 
In earlier research, the dataset was used in an attempt to predict the ER status based upon the 
other clinical data available, using an adaptive back-propagation neural network model [22]. 
The ER status of a tumor can be evaluated using laboratory tests, but these may not always be 
available due to lacking financial assets or insufficient laboratory conditions, for example, in 
developing countries. 
 
2.3   Training 
 
The map was created using Viscovery SOMine 4.0 (http://www.eudaptics.de). Viscovery is a user-
friendly SOM implementation employing a graphical user interface. SOMine also uses the batch-
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oriented training algorithm, as opposed to sequential training used, for example, in SOM_PAK. 
Other features include automatic cluster identification based on a hierarchical clustering algorithm, 
Wards method, modified for use with the SOM. Thus, SOMine is a very fast and easy to use SOM 
package [9].  
 
Choosing the correct size of the map is always a delicate consideration that is based upon the 
intended purpose of the map. In general, a small map is preferable for visualization purposes, 
whereas a larger map is preferable for visualization [9, p.208]. In this case, we are more interested 
in visualization capabilities, however, to a certain degree, compression of the data is preferable 
when looking for correlations. Therefore, a 50 node map was created. After outliers and erroneous 
data were removed, the data were scaled according to the variance. 
 
3   Results 
 
The final cluster map was not used in this study. Instead, attention was focused on the feature 
planes. The feature planes of the map are displayed in Figure 1. 
 

Age

47 52 58 64 70 75

Size

1.1 1.8 2.5 3.2 3.9

Node

0.0 0.2 0.5 0.8 1.0

Gr

1.0 1.5 1.9 2.4 2.9

ER

2 16 29 42 55 69  
Figure 1. The feature planes of the resulting map. 
 
The resulting map can be divided into a number of areas. Generally speaking, the right hand side of 
the map contains er positive patients, that is, patients who’s ER status is above a specified ER 
threshold, termed ER-positive. This means that these patients are responsive to anti-estrogen 
treatment, whereas the patients on the left hand side are not. The patients on the left hand side of 
the map display a higher histological grade, i.e. their tumors have a higher degree of mutation than 
those on the right hand side. The patients on the upper left hand side of the map have tumors that 
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have spread (sent metastases) to the lymph nodes (i.e. node is positive), and the size of the tumor is 
also larger. 
 
The map showed numerous apparent associations. There were many associations with size. Size 
did not seem to be markedly associated with age, but showed association with lymph node status 
(large size, positive lymph nodes; small size, negative lymph nodes) and possibly grade (large size, 
high grade; small size, low grade). Negative lymph node status seemed to be associated with low 
grade. High grade tumors seemed to be associated with low ER expression. 
 
Thus, the following three correlations in particular are interesting and will be further discussed.  
 

1. The size of the tumor (size) is important for the likelihood of metastases being found in the 
lymph nodes (node). 

 
2. With increasing size of the tumor (size), the histological grade (GR), i.e. degree of 

mutation compared to normal breast cells, will increase. 
 

3. A high histological grade of the tumor (GR) reduces the tumor’s receptiveness to anti-
estrogen treatment (ER), i.e. where GR is high, ER will be low. 

 
The size associations that were obvious on the map are biologically and clinically relevant. Size 
associations are explained by the probability for metastasis (extension outside the primary tumor) 
to lymph nodes, and distant metastasis [5,26,21]. Larger tumors will have more cells and a higher 
fraction of the cells will be shed out from the original tumor focus and allowed to be spread 
through interstitial tissues and along blood capillaries and lymphatics. In addition, larger tumors 
have had time to produce mutated cell populations which are especially capable of spreading. This 
is shown also in the size/grade association because the histological appearance reflects the capacity 
of the cells for spread and proliferation [8].  
 
The grade/lymph node status association has the same type of biological background [11,17]. The 
association of ER with low grade is also well known [1,20]. High ER values reflect the 
differentiation of the neoplasm, and high grade tumors (which are poorly differentiated) are often 
ER-negative or low in ERs [4]. 
 
We can thus conclude that the SOM has correctly identified a number of existing relationships in a 
breast cancer data, and that strong support for these relationships can be found in the medical 
literature. 
 
4   Conclusions 
 
In this paper, the SOM has been used to form preliminary hypotheses concerning a database of 
breast cancer data. A SOM was constructed based on a medical dataset of breast cancer 
patients. Based on the resulting map, a number of connections were observed. The connections 
which were found using the SOM are well known associations suggesting that SOMs really can 
be used for scanning descriptive data, and finding associations for further study. Thus, in this 
case, the SOM has been applied for exploratory data analysis and preliminary hypothesis 
formulation on a medical dataset of breast cancer data. 
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The purpose of this paper has not been to gain new knowledge concerning breast cancer 
research. Instead, the focus has been on studying the use of the SOM for visual exploratory 
data analysis. The SOM provides a fast, intuitive, and visual way of performing exploratory 
data analysis and forming preliminary hypotheses, which can then be tested using statistical 
tools. 
 
The potential application area for such an approach is wide. For example, in Genome research, 
which is characterized by extreme amounts of multidimensional data, visualization methods 
such as the SOM could be useful for quick analysis of the descriptive characteristics of the 
data. 
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