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Abstract - SOM achieves a probability density distribution approrimation of input vectors
using weight vectors. Binary SOM in which each element of the input vectors and the weight
vectors is represented by “binary” integer is same to the SOM with respect to the approx-
imation. In this paper, we propose a new updating equation of the binary weight vectors
based on significance of binary input vectors. In the proposed updating equation, the binary
weight vectors with low significance factors are adjusted to the binary input vectors with high
significance factors. This updating equation achieves a probability density distribution ap-
proximation of the significant binary input vectors. The modified Binary SOM employing the
proposed updating equation is applied to GA as a reproduction operator in order to maintain
a genetic diversity of population.

Key words - self-organizing map, significance of input vector, genetic algorithm,
reproduction, fitness value

1 Introduction

Self-organizing maps (SOMs)[1] can achieve a precise probability density distribution approx-
imation of a set of input vectors using weight vectors. In addition, Binary SOM in which
each element of the input and the weight vectors is represented by “binary” integer can do
the same approximation[2]. Hence, the SOMs with their related extensions are applied to
many kinds of applications[3]. In some applications, the significancy of input vectors needs to
be considered. In such cases, ordinary SOMs are ineffective, because the significance factors
of all input vectors are evaluated equally. Here, we define significance factor as a measure of
profit, utility and goodness of problem application fitness. To approximate the probability
density distribution of the significant input vectors in a set of all inputs appropriately, the
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weight vectors are updated by considering the significance of the input vectors. Here, we
define significant input vector as the input vector with high significance factor.

In this paper, we propose a new updating equation by adding new coefficients with respect
to the significance factors of binary input vectors. In the proposed updating equation, the
binary weight vectors with the low significance factors are updated toward the binary input
vectors with the high significance factors. This updating equation achieves the appropriately
probability density distribution approximation of the input vectors with high significance
factors in a set of all inputs.

The modified Binary SOM by employing the proposed updating equation is applied to ge-
netic algorithm (GA)[4] as a reproduction operator, to maintain a high genetic diversity of
population (set of chromosomes). The traditional reproduction operators based on roulette
wheel selection or tournament selection may lose the genetic diversity of the population in
the early stage[5], because it can not generate new chromosomes which are different from the
present chromosomes. In the GA, the genetic diversity represents the number of searching
points in the present generation, and the high genetic diversity is preferable. In the proposed
reproduction operator using the modified Binary SOM, the input vectors and their signif-
icance correspond to the chromosomes and fitness values in the GA, respectively. The set
of new chromosomes of next generation is decided by learning of the modified Binary SOM.
This learning facilitates preservation of the high genetic diversity and the effective search,
because the proposed updating equation can achieve the probability density distribution ap-
proximation of the high significant vectors in a set of all inputs. The effectiveness of the
reproduction using the modified Binary SOM is verified by applying it to a combinatorial
optimization problem.

2 Binary SOM Based on Significance of Binary Inputs

2.1 Ordinary Binary SOM

In the ordinary SOM, real values are used for weight vectors. The learning process of the
SOM using real-valued weight vectors is achieved as follows.

Stepl The real-valued input vector @ = (1, x2,- -+, zys) is applied to the input layer, where
M represents number of elements.

Step2 The Euclidean distance F(x,w;) between the input vector & and the weight vector
w; = (wj1,wja, -+, w;pr) of the j-th unit in the competitive layer is calculated by:

Step3 The unit which has the minimum Euclidean distance is defined as the winner unit ¢
by:
c = arg min{F(x, w;)}. (2)
J

Step4 The weight vectors of the winner unit and its neighboring units are updated by:

w;(t +1) = w;(t) + ar(t)(z — w;(1)), (3)
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where a,.(t) is defined as learning ratio, and decreases monotonously.

In ordinary Binary SOM, each element of the weight vectors w and the input vector & which
is applied to the network is represented as binary integer “0” and “1”. When the distance
between the input vector & and the weight vector w; of the j-th unit in the competitive layer
is calculated, Eq. (1) is replaced with:

H(:I:,’w]') = bitcount{(fi AN w]‘i) \Y (IZ N U)}Z) | i=1,--- ,M}. (4)
Eq. (1) is called the Hamming distance. Concomitantly, Eq. (2) is also replaced with:

c= argmjin {H(x,wj)}. (5)

Moreover in updating of weight vectors of the ordinary Binary SOM, exclusive-OR (XOR) of
each element of  and w;(t) is computed. If XOR of z; and wj;(t) is “1”7, wj;(t) is inverted.
The number of inverting bits is defined as a learning ratio, a;(t). ap(t) gradually decreases
as learning progresses.

The learning process of the SOM facilitates the probability density distribution approximation
of the real-valued and the binary input vectors.

2.2 Modified Updating Based on Significance of Binary Inputs

In some applications, the significancy of input vectors needs to be considered. In such cases,
ordinary SOMs are ineffective, because the significance factors of all input vectors are eval-
uated equally. The significance factor represents a measure of profit, utility and goodness
of problem application fitness. In the ordinary Binary SOM (including the ordinary SOM),
when the significance of all binary input vectors are same, the probability density distribution
of the binary input vectors are approximated. However, the ordinary Binary SOM can not
approximate the probability density distribution of the binary input vectors appropriately,
when the binary input vectors have their significance factors, because significance factors
of all binary input vectors are evaluated equally. To approximate the probability density
distribution of the input vectors with high significance in a set of all binary inputs appropri-
ately, the weight vectors must be updated by considering the significance of the binary input
vectors.
In this paper, we propose a new updating equation by adding new coefficients with respect to
the significance factors of binary input vectors. The proposed updating equation is defined
by:

w(t+1) = w;(t) + [ - Lo - h(Iz.d;) - (1~ Luyy0)) (@ — w0, (1)), (6)

where o, Iz, Iw; ) and | | are learning ratio, significance factors of the binary input vectors,
those of the binary weight vectors and Gauss’ notation, respectively. The significance factor
is normalized from 0 to 1. d; is the distance between the j-th unit and the winner unit in
the competitive layer. h(Ig,d;) is a neighboring coefficient and is represented by:

h(Iz, d;) = exp <—2‘jﬂ;> . (7)

In Eq. (6), |as - Iz - h(Iz.d;j) - (1 — Iw,())] is corresponding to the learning ratio ay(t)
which represents the number of inverting bits. Specifically, a lot of elements of the binary
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weight vector are adjusted to those of the binary input vector, when Iy is large and T, 1)
is small. Adversely, almost all the elements of the binary weight vector are not adjusted to
those of the binary input vector, when Iz is small and T ; (1) 1s large. Eq. (7) means that the
neighboring area is wide, when Iy is large. This gradual neighborhood function is utilized to
avoid the convergence of weight vectors in narrow area. Eq. (6) facilitates that the binary
weight vectors with low significance factors are adjusted to the binary input vectors with
high significance factors. The learning by employing this updating equation can achieve the
approximation of the probability density distribution of the binary input vectors with high
significance factors in a set of all inputs.

3 Reproduction Operator using Modified Binary SOM

GA is a search algorithm based on the mechanics of natural selection and natural genetics.
They combine “survival of the fittest” among string structures and randomized information
exchange to form a search algorithm with some of the innovative flair of human search.
This mechanic are surprisingly simple, involving nothing more complex than copying strings
(chromosomes) and swapping partial strings.

The searching process of GA is achieved by iterating reproduction, crossover and mutation
operators. Reproduction is a process in which chromosomes are copied according to their
fitness function values f. Copying chromosomes according to their fitness values means that
chromosomes with a higher value have a higher probability of contributing one or more off-
springs in the next generation. However, occasionally the traditional reproduction operators
may become overzealous and lose genetic diversity of population, because the chromosomes
of the next generation are generated by copying those of the present generation. In other
words, the traditional reproduction operators can not generate new chromosomes which are
different from the present chromosomes. The lost of genetic diversity leads a lack of some po-
tentially useful genetic material. Fig. 1(a) shows the present population before reproduction.
Fig. 1(b) shows the population after the traditional reproduction. Notice that the genetic
diversity of the population decreases. In Fig. 1(b), it appears that a population size has
got smaller because this phenomenon results from the fact that some chromosomes take on
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Figure 1: Reproduction employing traditional and desirable reproduction. (a) Present population.
(b) Population after traditional reproduction. (c¢) Population after desirable reproduction. Each axis
and dashed circles represent the element of chromosomes and contours of fitness value, respectively.
Area in the circle with smaller radius means that fitness values is higher.
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identical string. However, the population size is exactly the same from beginning to end of
iteration. The chromosomes are the searching points in the present generation, and they are
also base points of crossover in the next generation. Thus, the decrease of genetic diversity
leads to ineffectiveness of the search. The mutation with high probability can contain the
decrease of genetic diversity. However, it is not effective because the fitness values of new
chromosomes which are produced by mutation should not be high. To achieve the effective
search, the reproduction operator approximating the probability density distribution of the
chromosomes with high fitness values as shown in Fig. 1(c) is preferable.

In this paper, to verify the validity of the proposed updating equation, the modified Binary
SOM with proposed updating equation is applied to the reproduction operator of the GA.
In the modified Binary SOM, the binary input vectors and their significance correspond to
the chromosomes and their fitness values of the GA, respectively. The procedure of the GA
including this operator is summarized as follows.

Step0 All chromosomes are initialized using random values (bits).

Stepl Chromosomes of the next generation are selected from those of the present generation
using proposed reproduction operator.

Step1-0 Weight vectors are initialized by learning of an ordinary Binary SOM, in
which randomly generated vectors are used as input vectors. Chromosomes in the
present population are kept as a set of input vectors.

Stepl-1 One chromosome is selected from the present population. It corresponds to
the input vector and applied to the input layer.

Step1-2 The Hamming distance H(x,w;) is calculated, and the unit which has the
minimum distance is defined as the winner unit.

Step1-3 The weight vectors of all units in the competitive layer are updated by Eq.
(6).

Stepl-4 Stepl-1 to Stepl-3 are repeated until that all chromosomes are selected. The
weight vectors after updating in the Stepl-3 are used as the chromosomes after
the reproduction.

Step2 New chromosomes are produced from the randomly-selected parents by using the
crossover and mutation operators. The crossover and mutation operators are traditional
ones in GAs.

Step3 Stepl to Stepb are repeated until the given problem are solved.

This partial update in Stepl-3 can generate new chromosomes which are different from the
present chromosomes based on “the distribution of the probability density of the chromosomes
with high fitness values” in the GA. The population with high fitness values can maintain
the high genetic diversity and achieve an effective search.

4 Simulations

To verify the effectiveness of the proposed method, a normal knapsack problem (one of com-
binatorial optimization problems) is solved. In the normal knapsack problem, the objective
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is to maximize the total commercial value of the objects placed in a sack under constraint of
maximum physical weight. The knapsack problem of 20 subjects is defined by:

20 20
Problem: Maximize kaxk, where z, € {0, 1}, subject to kauk < L.
k=1 k=1

where zp is “1”7 or “0”, if the k-th subject is put into the sack or not, respectively. v and
uy, represent the commercial value and physical weight of the k-th subject, respectively. L
stands for the maximum physical weight characterized by the sack. The commercial value
and physical weight of each subject in this simulation are shown in Table 1.

The parameter values for the GA are (1)population size N = 9, (2)crossover probability P. =
0.3, (3)mutation probability P,, = 0.01 and (4)learning ratio a; = 10. One-point crossover
and uniform mutation are adopted. In this simulation, the GA employing the proposed
reproduction operator is compared with that of employing the roulette wheel selection and
tournament selection.

Table 2 shows the comparison of the number of the generations and CPU time. Ten runs
are executed and the average value is calculated to suppress dependencies on all stochastic
effects. The results show the proposed reproduction operator enables the better search than
the roulette wheel selection and tournament selection with respect to the number of the
generations and CPU time. Fig. 2 shows the transition of the fitness value and genetic
diversity using proposed reproduction operator and roulette wheel selection operator. Fig.
2(a) shows the genetic diversity, which represents the number of the searching points in one
generation, where it does not decrease even if the generation progresses in the proposed
reproduction. The transition of the average fitness values of both GA are almost same as
shown in Fig. 2(b). These results show that the proposed reproduction operator approximates
the probability density distribution of the chromosomes with high fitness values in more detail
comparing with the roulette wheel selection. The population with high genetic diversity
and high average fitness values guarantees the high performance of the crossover operator.
This increases the fitness value of the population as shown in Fig. 2(c). Hence, the GA
employing the proposed reproduction operator can achieve the effective search comparing
with the traditional reproduction operators.

Table 1: Commercial value and physical weight of each subject.

Subject No. 1123456 |7]8]9]10
Commercial value 31912 (3182|922
Physical weight 51812 (3|6 (1]3|9]|5 |7
Subject No. 1111213 |14 | 15|16 |17 |18 | 19 | 20
Commercial value | 3 | 4 2 15| 7| 2 4 | 8
Physical weight 4 16|43 89| 2|4]1]12
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Table 2: Comparison of the number of the generations and CPU Time.

‘ # of generations CPU Time

Proposed Method 673 0.269 sec.
Roulette Wheel Selection 5444 0.544 sec.
Tournament Selection 11087 1.109 sec.
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Figure 2: Transition of fitness values and genetic diversity using proposed reproduction and roulette
wheel selection. (a) Genetic diversity. (b) Average fitness value of the population. (¢) Maximum fitness
value of the population. These results show that the proposed reproduction operator maintains the
high genetic diversity of the population and facilitates the effective search.
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5 Conclusions

In this paper, we proposed a new updating equation by adding new coefficients with respect
to the significance factors of the binary input vectors. The proposed updating equation
achieves the probability density distribution approximation of the high significant vectors
in a set of all binary inputs. Besides, to maintain the genetic diversity of the population,
the modified Binary SOM employing the proposed updating equation are applied to the GA
as the reproduction operator. The proposed reproduction operator realized the preserving
the high genetic diversity and the faster search comparing with the traditional reproduction
operators. This proposed reproduction overcame the drawbacks of the traditional ones by
realizing the generation of the chromosomes with different strings of high fitness values. The
results of the test problems verified the validity and the effectiveness of proposed updating
equation and modified learning of the Binary SOM.
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