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Abstract

We prove uniform convergence results such as a law of large numbers and a central limit theorem
for the integrated periodogram of a weak dependent time series. Those probabilistic results are used for
Whittle’s parametric estimation. Using a general weakly dependent frame, we derive results for a large
variety of models; with causal weak dependence, we consider examples as GARCH(p,q), ARCH(∞) or,
more generally, bilinear models. Non-causal weak dependence is also considered yielding for instance
the new case of a non-causal linear or ARCH(∞) model.
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1 Introduction

Recall first that the periodogram is an estimate of the spectral density for a stationary sequence; unfor-
tunately its variance does not converge to 0 hence this is not a consistent estimate of a spectral density.
However, once integrated with respect to some L2 function, its behaviour becomes quite smoother and can
allow an estimation of the spectral density. Moreover, a special case of the integrated periodogram is the
Whittle’s contrast. This provides an approximation of the likelihood allowing then parametric estimation
for stationary time series.

A first part of this paper (Section 2) is aimed to get a uniform large number law (see Theorem 1) and
a uniform central limit theorem (see Theorem 2) for the integrated periodogram of a time series. The
uniformity is considered on some Sobolev class. We also prove uniform a.s. results for the law of large
numbers of empirical covariances, as in Doukhan & León (1989). In addition to the usual cases of Gaussian,
linear, or strongly mixing processes, our results hold for causal weakly dependence processes (see Dedecker
& Doukhan, 2003) under weak conditions. The case of non-causal weak dependent time series, introduced
in Doukhan & Louhichi, 1999, requires a different treatment (see Appendix 4). Thus, a minimization of
the rate of convergence for general functional central limit theorems (see Theorem 7) is obtained for these
time series; we essentially assume a condition linking the moment assumption with the decay rate of weak
dependence. A Lindeberg blocking method is used to prove this very general result.

∗This author aknowledges the program ECOS-NORD of Fonacit, Venezuela, for its support.
†Author for correspondence.
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We prove asymptotic normality of Whittle’s estimate of parameters for weak dependent time series (see
Section 3) by using these uniform central limit theorems. The usual conditions on the regularity of the
spectral density are required, except with regard to the regularity of the spectral density in frequency which
is weakened thanks to the uniformity in our central limit theorem. Those general results for parametric
estimation are new; they extend Hannan, 1973, and Rosenblatt, 1985.

We give several examples of time series verifying the asymptotic normality of Whittle’s estimate. A first class
of examples includes causal time series like GARCH(p,q), ARCH(∞) or, more generally, bilinear processes
(Xk)k∈Z defined by

Xk = ξk

(
a0 +

∞∑

j=1

ajXk−j

)
+ c0 +

∞∑

j=1

cjXk−j ,

with where (ξk)k∈Z are i.i.d. random variables with zero mean and such that E(|ξ0|m) < ∞ with m > 4
and aj , cj , j ∈ N are real coefficients verifying certain conditions. Nevertheless, if the study of the case of
bilinear models is a new one, we have to remark that the cases of GARCH(p,q) and causal ARCH(∞) were
already treated by Giraitis and Robinson, 2001, whom have obtained better conditions. The second class
of examples includes non causal time series as two-sided linear and ARCH(∞) (introduced in Doukhan et
al., 2005) processes, respectively defined by

Xk =
∑

j 6=0

ajξk−j , and

Xk = ξk

(
a0 +

∑

j 6=0

ajXk−j

)
,

with (ξk)k∈Z i.i.d. random variables with zero mean, and aj , j ∈ N real coefficients verifying certain
conditions. The present use of this general weak dependent frame is thus not always optimal but it yields a
unified treatment for the asymptotic properties of the Whittle estimate as well as the uniform limit results.

2 Uniform limit theorems for the periodogram

2.1 Notations and assumptions

Let X = (Xk)k∈Z be a centered stationary time series with real values and such that E (X4
0 ) < +∞. Denote

(Rs)s the covariogram of X, such that :

Rs = Cov (X0, Xs) = E (X0Xs) for s ∈ Z,

and the fourth cumulants of X, (κ4(X0, Xi, Xj , Xk))i,j,k such that (∀(i, j, k) ∈ Z3) :

κ4(X0, Xi, Xj , Xk) = EX0XiXjXk

− EX0XiEXjXk − EX0XjEXiXk − EX0XkEXiXj .

Moreover, we will use the following assumption on X :

Assumption M : X is such that :

γ =
∑

`∈Z
R2

` < ∞ and κ4 =
∑

i,j,k

|κ4(X0, Xi, Xj , Xk)| < ∞. (1)
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Let g : [−π, π[→ R a 2π-periodic function such that g ∈ L2([−π, π[) (i.e.
∫ π

−π
|g(λ)|2 dλ < ∞). For X

verifying assumption M, we define :

In(λ) =
1

2π · n

∣∣∣∣∣
n∑

k=1

Xke−ikλ

∣∣∣∣∣

2

In(g) =
∫ π

−π

g(λ)In(λ) dλ,

and I(g) =
∫ π

−π

g(λ)f(λ) dλ,

with f the spectral density of X (that exists and is in L2([−π, π[) from Assumption M) defined by :

f(λ) =
1
2π

∑

k∈Z
Rk eikλ for λ ∈ [−π, π[.

Recall that

In(λ) =
1
2π

∑

|s|<n

R̂n(s)e−isλ with R̂n(s) =
1
n

(n−s)∧n∑

j=1∨(1−s)

XjXj+s

and the summation contains n − |s| terms, hence this estimate of Rs is biased. We intend to work in a
Sobolev space H of locally L2 and 2π−periodic functions defined from a non-negative sequence (s`)`∈Z such
that :

∀` ∈ Z : s` ≤ 1
|`| , s` ≥ s±(|`|+1), and

∑

`∈Z
s` < ∞.

Then, with g a 2π-periodic function such that g ∈ L2([−π, π[) and the representation g(λ) =
∑

`∈Z g` ei`λ,
denote

H = {g ∈ L2([−π, π[) / ‖g‖H < ∞} with ‖g‖2H =
∑

`∈Z
s−1

` |g`|2.

This space H is included in the space C? of continuous and 2π−periodic functions. In this case, we have
‖g‖∞ = sup[−π,π[ |g| ≤

√
c · ‖g‖H with

c =
∑

`∈Z
s`. (2)

As usual H′ denotes the dual of H; it is defined from the identity ‖T‖H′ = sup‖g‖H≤1 |T (g)|, hence if
T ∈ H′ :

‖T‖2H′ = sup
‖g‖H≤1

|T (g)|2 =
∑

`∈Z
s`|T (e`)|2,

with e`(λ) = ei`λ for ` ∈ Z. We study the behavior of In − I in the function space H or equivalently in the
Hilbert space H′.

2.2 Uniform Law of Large Numbers

We did not find a reference for this result which seems quite standard. This is why we develop a Law of
Large Numbers (LLN) for the integrated periodogram (In(g))g. An important feature is that the results
are only stated here in terms of cumulant sums; thus we need no additional mixing assumption. Afterward,
we shall use the random variables (Yj,k)j,k∈Z such that :

Yj,k = XjXj+k −Rk, for all (j, k) ∈ Z2,

and thus EYj,k = 0. Now we use the lemma
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Lemma 1 If X verifies Assumption M, then :

n ·max
`≥0

(
Var

(
R̂n(`)

))
≤ κ4 + 2γ.

Proof of lemma 1. To prove this result, we use the identity

Cov (Y0,`, Yj,`) = κ4(X0, X`, Xj , Xj+`) + R2
j + Rj+`Rj−`

and deduce from the stationarity of (Yj,`)j∈Z when ` is a fixed integer :

n ·Var
(
R̂n(`)

)
≤ 1

n

(n−`)∧n∑

j=1∨(1−`)

(n−`)∧n∑

j′=1∨(1−`)

|Cov (Yj,`, Yj′,`)|

≤
∑

j∈Z
|Cov (Y0,`, Yj,`)|

≤
∑

j

(|κ4(X0, X`, Xj , Xj+`)|+ 2R2
j

)

≤ κ4 + 2γ,

with Cauchy-Schwarz inequality for `2-sequences.

Then, we can show the following lemma :

Lemma 2 If X verifies Assumption M, then :

E‖In − I‖2H′ ≤
3
n

(
γ + c(κ4 + 2γ)

)
.

Proof. Let g(λ) =
∑

`∈Z g` ei`λ ∈ H. As in Doukhan & León (1989), we use the decomposition :

In(g)− I(g) = −T1(g)− T2(g) + T3(g) with

T1(g) =
∑

|`|≥n

R` g`,

T2(g) =
1
n

∑

|`|<n

|`|R` g`,

and T3(g) =
∑

|`|<n

(R̂n(`)− ER̂n(`)) g`. (3)

We also remark that T3(g) = In(g)− EIn(g). Thus, we obtain the inequality :

E‖In − I‖2H′ ≤ 3(‖T1‖2H′ + ‖T2‖2H′ + E‖T3‖2H′).
Cauchy-Schwarz inequality yields, with |`|+ = 1 ∨ |`|,

‖T1‖2H′ ≤
∑

|`|≥n

s` R2
` ≤ sn

∑

|`|≥n

R2
` ≤

1
n

∑

|`|≥n

R2
` ,

‖T2‖2H′ ≤ 1
n2

∑

|`|<n

|`|2 s` R2
` ≤

1
n

∑

|`|<n

|`| s` R2
` ≤

1
n

∑

|`|<n

R2
` .

Hence : ‖T1‖2H′ + ‖T2‖2H′ ≤
γ

n
. Lemma 1 entails

‖T3‖2H′ ≤
∑

|`|<n

s` (R̂n(`)− ER̂n(`))2,

E‖T3‖2H′ ≤
∑

|`|<n

s` Var (R̂n(`)) ≤ 1
n

∑

|`|<n

s` (κ4 + 2γ) ≤ c(κ4 + 2γ)
n

,

with c defined in (2). We combine those results to deduce lemma 2.
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Theorem 1 (Uniform SLLN) If X verifies Assumption M, then :

‖In − I‖H′ a.s.−→
n→∞

0.

Proof of Theorem 1. We prove this strong law of large numbers from a weak L2-LLN and lemma 2. The
scheme of proof is analogue to the one in the standard strong LLN. Set t > 0. First, we know that for all
random variables X and Y , we have P (X + Y ≥ 2t) ≤ P (X ≥ t) + P (Y ≥ t). Thus :

P
(

max
n≥N

‖In − I‖H′ ≥ 2t

)
≤

∞∑

k=[
√

N ]

P(‖Ik2 − I‖H′ ≥ t)

+
∞∑

k=[
√

N ]

P
(

max
k2≤n<(k+1)2

‖In − Ik2‖H′ ≥ t

)

≤ AN + BN . (4)

From Bienaymé-Tchebychev inequality, Lemma 2 implies that :

AN ≤ C1

t2
·

∑

k≥√N

1
k2

, (5)

with C1 ∈ R+. Now set R̃n(`) = R̂n(`)−ER̂n(`). The fluctuation term BN is more involved and its bound
is based on the same type of decomposition than (3), because for k2 < n :

In(g)− Ik2(g) = −T ′1(g) + T ′2(g)− T ′3(g),

with now T ′1(g) =
∑

k2≤|`|<n

R` gl,

T ′2(g) =
1
n

∑

k2≤|`|<n

|`|R` g`,

and T ′3(g) =
∑

|`|<k2

R̃k2(`) g` −
∑

|`|<n

R̃n(`) g`.

Hence, we obtain as previously : ‖T ′1‖2H′ + ‖T ′2‖2H′ ≤
γ

k2
.

Set Jk = max
k2≤n<(k+1)2

‖In − Ik2‖H′ and T ∗k = max
k2≤n<(k+1)2

‖T ′3‖H′ . Then,

BN ≤
∑

k≥√N

bk, with bk = P (Jk ≥ t) ≤ E(J2
k )

t2
.

Now
E(J2

k ) ≤ 3(‖T ′1‖2H′ + ‖T ′2‖2H′ + E‖T ∗k ‖2H′) ≤
3γ

k2
+ 3 · E‖T ∗k ‖2H′ .

Then, for k2 ≤ n < (k + 1)2 and ` ∈ Z,

R̃n(`) =
k2

n
R̃k2(`) + ∆`,n,k

∆`,n,k =
1
n

n∧(n−`)∑

(k2∧(k2−`))<h

(XhXh+` −R`) =
1
n

n∧(n−`)∑

(k2∧(k2−`))<h

Yh,`.
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Remark that R̃k2(`) = 0 if k2 ≤ |`| ≤ n and thus R̃n(`) = ∆`,n,k in such a case. Also note that

∆∗
`,k = max

k2≤n<(k+1)2
|∆`,n,k| ≤ 1

k2

(k2+2k)∧((k2+2k)−`)∑

(k2∧(k2−`))<h

|Yh,`|

and thus E(∆∗
`,k)2 ≤ 1

k4
(2k)2 · max

(h,`)∈Z2

(
E(|Yh,`|2)

)

≤ 4
k2
E(|X0|4).

Write

T ′3(g) =
∑

|`|<k2

R̃k2(`)
(

1− k2

n

)
g` −

∑

|`|<n

∆`,n,k g`

|T ∗k (g)| ≤ 2
k

∑

|`|<k2

|R̃k2(`) g`|+
∑

|`|<(k+1)2

∆∗
`,k |g`|,

and we thus deduce

E‖T ∗k ‖2H′ ≤ 2c ·
(

4
k2

max
`∈Z

(
Var (R̂k2(`))

)
+ max

`∈Z
(
E(∆∗

`,k)2
)) ≤ c ·A

k2

for a constant A > 0 depending on E|X0|4, κ4, and γ only (but not on the space H). Hence bk ≤ 3(γ + A ·
c)/(k2t2) is a summable series and

BN ≤ C2

t2
·

∑

k≥√N

1
k2

, (6)

with C2 > 0. From (4), (5) and (6), we deduce the theorem.

2.3 Uniform Central Limit Theorem

A uniform Central Limit Theorem (CLT) results both from tightness and from the finite dimensional
convergence. First, for g ∈ H, we define :

Zn(g) =
√

n (In(g)− I(g)) for n ∈ N∗.
Now, we obtain :

Lemma 3 (Tightness) If X verifies Assumption M and if n · sn −→
n→∞

0, then the sequence of process

(Zn)n∈N∗ is tight in H′.

Proof. As in de Acosta (1970), we prove that the sequence is flatly concentrated, this means that

E
(
‖pLZn‖2H′

)
−→

L→∞
0,

where pL : H′ → FL denotes the orthogonal projection on the closed linear subspace F ′L ⊂ H′ generated by
(e`)|`|≥L with e`(λ) = ei`λ (also FL ⊂ H will denote the closed subspace generated by (e`)|`|≥L). Then, for
L > 0,

‖pLZn‖H′ = sup
‖g‖H<1, g∈FL

|Zn(g)|. (7)

Thus, for g ∈ FL and ‖g‖H < 1, using again the decomposition (3), we obtain

|Zn(g)|2 ≤ 3n · (|T1(g)|2 + |T2(g)|2 + |T3(g)|2).
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First, we have :

n · (|T1(g)|2 + |T2(g)|2) ≤ n · an∨L

∑

|`|≥n∨L

R2
` +


I1{L<n} ·

1
n

∑

L≤|`|<n

|`|2 s` R2
`




≤ γ ·
(
(L · aL) · I1{L≥n} + ((L · aL) ∨ (n · sn)) · I1{L<n}

)
.

Thus, with the assumption (n · sn) −→
n→∞

0, we obtain :

sup
‖g‖H<1, g∈FL

n · (|T1(g)|2 + |T2(g)|2) −→
L→∞

0. (8)

Also note that
√

nT3(g) =
√

n
∑

|`|<n

(R̂n(`)− ER̂n(`))g`

n |T3(g)|2 ≤ n
∑

L≤|`|<n

s`(R̂n(`)− ER̂n(`))2

E
(

sup
‖g‖H<1, g∈FL

n|T3(g)|2
)

≤
∑

L≤|`|<n

s` · sup
`

(
nVar (R̂n(`))

)
≤

∑

|`|≥L

s` (κ4 + 3γ).

Since
∑
Z s` < +∞, we deduce E

(
sup

‖g‖H<1, g∈FL

n|T3(g)|2
)
−→

L→∞
0. With (8) and (7), the proof is achieved.

We will also use the following classical lemma :

Lemma 4 (limit variance) If X verifies Assumption M and (`, k) ∈ Z2 be arbitrary integers, then

n · Cov (R̂n(k), R̂n(`)) −→
n→∞

σk,` with

σk,` =
∑

h∈Z
(RhRh+`−k + Rh+`Rh−k + κ4(X0, Xh, Xk, Xh+`)) . (9)

Proof. See for instance Rosenblatt (1985) [25], p. 58.

Finally, a functional central limit theorem for (Zn(g))g will thus result from the finite dimensional con-
vergence of the process (Zn(g1), . . . , Zn(gk)). Since g 7→ Zn(g) is a linear functional such a theorem follows
from a central limit theorem for empirical covariances. In the sequel, for ` ∈ Z, we will point out by M(`)

0

a σ-algebra such as

M(`)
0 ⊃ σ (Yk,`, k ≤ 0) = σ (XkXk+`, k ≤ 0) ,

where σ(Zi, i ∈ I) represents the σ-algebra of Ω generated by (Zi)i∈I . The most classical example of such
σ-algebra M(`)

0 is

Bm = σ (Xk, k ≤ m) ,

when m ≥ `. Then :

Lemma 5 (CLT) Let (`1, . . . , `m) ∈ Zm be arbitrary integers (m ∈ N∗). Let X verify Assumption M and
be such as :

∑

k≥0

E
∣∣∣Y0,`i E (Yk,`i |M(`i)

0 )
∣∣∣ < ∞ for all i ∈ {1, . . . , m}. (10)

Then, if Σ = (σ`i,`j )1≤i,j≤m defined in (9) is a nonsingular matrix,
(√

n (R̂n(`i)− ER̂n(`i))
)

1≤i≤m

D−→
n→∞

Nm(0, Σ). (11)
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Proof. If condition (10) is verified, then the projective criterion introduced in Dedecker and Rio (2000),

i.e. E

∣∣∣∣∣∣
∑

k≥0

Y0,`i
E

(
Yk,`i

|σ(Yj,`i
, j ≤ 0)

)
∣∣∣∣∣∣
< ∞ for all i ∈ {1, . . . , m} is also verified, and the central limit

theorem can be stated for each `i. Therefore, by considering a sequence (Zj)j∈Z where Zj is a linear
combination of (Yj,`1 , . . . , Yj,`1), and by applying it the same theorem (the projective criterion is also verified
by (Zj)j∈Z), the multidimensional central limit theorem (11) can be established. The proof of an analogue
non causal CLT is provided in Hall & Heyde (1980), theorem 5.4, page 136. Unfortunately this condition
does not seem to be adapted to work out the forthcoming examples.

Remark. If for each i ∈ {1, . . . , m},
∞∑

k=0

(
E

(
E (Yk,`i

| B0)
)2

)1/2

< ∞, then (10) is verified. Thus, lemma

5 is a generalization of a result of Rosenblatt (1985, Theorem 3, p. 58).

Let us now define for any λ, µ, ν ∈ R, the bispectral density

f4(λ, µ, ν) =
1

(2π)3

∞∑

h=−∞

∞∑

k=−∞

∞∑

`=−∞
κ4(X0, Xh, Xk, X`)ei(hλ+kµ+`ν)

(the existence of f4 provided from Assumption M, and more precisely from κ4 < ∞). Note that In(g) −
EIn(g) =

∑
`∈Z g` (R̂n(`) − E (R̂n(`)) allows to deduce the limiting covariance Γ(g1, g2) of the process

(Zn)n≥1, i.e.

Γ(g1, g2) =
1
π

∫ π

−π

g1(λ)g2(λ)f2(λ) dλ + 2π

∫ π

−π

∫ π

−π

g1(λ)g2(µ)f4(λ,−µ, µ) dλ dµ. (12)

Thus, the previous lemmas together imply :

Theorem 2 Under assumptions of Lemma 5 and if n · sn −→
n→∞

0, then yields the Uniform Central Limit

Theorem (UCLT) :

Zn =
√

n (In − I) −→
n→∞

Z in the space H′, (13)

with (Z(g))g∈H the centered Gaussian process with covariance Γ(g1, g2) defined in (12).

Proof. The expression of Γ(g1, g2) and some details of the finite dimensional convergence of the process
(Zn(g1), . . . , Zn(gk)) can be found in Rosenblatt (1985, Corollary 2, p. 61). The tightness proved in Lemma
3 allows to establish the functional central limit theorem.

Remark. In many cases, the limiting variance is a non degenerated positive operator. It is such a case
for instance if (Xn)n∈Z is a stationary Gaussian process with spectral density f 6= 0 almost everywhere on
[−π, π[.

2.4 Examples of processes verifying the Uniform Theorems

In this section we provide various examples of time series verifying the previous uniform limit theorems
(ULLN and UCLT). Here, we will assuming that n · sn −→

n→∞
0.

Causal linear processes

Corollary 1 Let X be a linear and causal time series verifying Xn =
∑∞

k=0 ak ξn−k for n ∈ Z, with ak ∈ R
for k ∈ Z and with (ξk)k∈Z a sequence of centered independent identically distributed random variables such
that Eξ4

0 < ∞. Moreover if ∑

k

k a2
k < ∞,

then the Uniform CLT (13) holds.
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Proof. This result can be deduced from Rosenblatt (1985, p. 59). In fact, if X verifies conditions of
Corollary 1, then for all ` ∈ N,

∞∑

k=0

‖E (Yk,` | B`)‖2 < ∞

and thus (10) is also verified.

Gaussian processes

Corollary 2 If the sequence (Xn)n∈Z is a centered stationary Gaussian process such as
∑

k R2
k < ∞, then

the Uniform CLT (13) holds.

Proof. We can always write for all ` ∈ Z and k ∈ N :

E
(
|Y0,`E (Yk,` |M(`)

0 )|
)

≤
∣∣∣Cov (Y0,` , Yk,`)

∣∣∣

≤
∣∣∣E (X0X`XkXk+`)−R2

`

∣∣∣.

But E (X0X`XkXk+`)−R2
` = R2

k + Rk+`Rk−` for a centered stationary Gaussian process. Therefore,

∑

k≥0

E
(
|Y0,`E (Yk,` |M(`)

0 )|
)
≤

∑

k∈Z
R2

k +

(∑

k∈Z
R2

k+`

)1/2

·
(∑

k∈Z
R2

k−`

)1/2

,

from the Cauchy-Schwarz inequality for `2 sequences.

Strong mixing processes

Corollary 3 Let X = (Xn)n∈Z verify Assumption M. Assume that X is α′-mixing in the sense that :

α′n = sup
`≥0

{
α
(
σ(Xn, Xn+`) , B0

)}
−→

n→∞
0, where, as usually,

α
(
A , B

)
= sup

A ∈ A
B ∈ B

∣∣∣P(A ∩B)− P(A)P(B)
∣∣∣ for A,B ⊂ Ω.

Moreover, assume that
∫ 1

0

α′−1(u)Q4
X0

(u) du < ∞ where QX denotes |X|−quantile function and α′−1(u) =

inf{k ∈ N, α′k ≤ u}. Then the Uniform CLT (13) holds.

Remark. We quote that α′n ≥ αn = α(Bn,B0) where Bn = σ(Xi ; i ≥ n). Hence this condition is weaker
that the standard mixing coefficient in Rosenblatt (1985). However, no simple counter example seems to be
available.

Proof. From Rio (1994) inequality and the stationarity of X, for all `, k ∈ N, we have :

‖Y0,` E (Yk+`,` | B`)‖1 ≤ 2
∫ α(σ(Yk+`,`),B`)

0

QY0,`
(u)QYk+`,`

(u) du

≤ 2
∫ α(σ(Xk,Xk+`),B0)

0

Q2
Y0,`

(u) du.

Therefore, for all `, k ∈ N,

‖Y0,` E (Yk+`,` | B`)‖1 ≤ 2
∫ α′k

0

Q2
Y0,`

(u) du for all k ≥ 0.

9



Consequently, for all ` ∈ N

∑

k≥0

‖Y0,` E (Yk+`,` | B`)‖1 ≤ 2
∫ 1

0


∑

k≥0

I1u≤αk


Q2

Y0,`
(u) du,

≤ 2
∫ 1

0

α′−1(u)Q2
Y0,`

(u) du.

But Lemme 2.1 in Rio (2000) provides :
∫ 1

0

α′−1(u)Q2
Y0,`

(u)du ≤
∫ 1

0

α′−1(u)
(
QX0(u)QX`

(u) + QR`
(u)

)2

du

≤
∫ 1

0

α′−1(u)(Q2
X0

(u) + |R`|)2 du,

and therefore if
∫ 1

0

α′−1(u)Q4
X0

(u) du < ∞, then
∑

k≥0

‖Y0,` E (Yk,` | B`)‖1 < +∞. for all ` ∈ N.

Remarks. 1. In the hypothesis of Corollary 3 and more precisely in the definition of α′, α
(
σ(Xn, Xn+`) , B0

)

may be replaced by the sharper expression α
(
σ(Xn ×Xn+`) , B0

)
.

2. If X is α-mixing process in the usual sense, that is,

αn =
{

α
(
σ(Xk, k ≥ n) , B0

)}
−→

n→∞
0,

then X is α′-mixing (for all n ∈ N, α′n ≤ αn). Therefore, if X is a strongly α-mixing process verifying

Assumption M such as
∫ 1

0

α−1(u)Q4
X0

(u) du < ∞ then the Uniform CLT (13) holds.

Causal weak dependent time series

Let h : Ru → R be an arbitrary function. We set :

Lip h = sup
{ |h(y1, . . . , yu)− h(x1, . . . , xu) |

|y1 − x1|+ · · ·+ |yu − xu| for (y1, . . . , yu) 6= (x1, . . . , xu)
}

.

Now, Λ denotes the set of functions h : Ru → R for some u ∈ N such that Liph < ∞. Denote also :

• Λ1 = {h ∈ Λ, Liph ≤ 1}, and

• Λ(1) = {h ∈ Λ, ‖h‖∞ ≤ 1}.

Then :

Corollary 4 Let X = (Xn)n∈Z verify Assumption M. Assume that X is θ−weakly dependent in the sense
that it exists (θr)r∈N such as for all r ∈ N, all function f : R2 → R satisfying ‖f‖∞ ≤ 1, and all random
variable Z ∈ B0 satisfying ‖Z‖∞ < 1,

|Cov (f(Xj1 , Xj2), Z)| ≤ 2 · Lip f · θr for all j1, j2 ≥ r (14)

(as in Dedecker and Doukhan, 2003). We also suppose that

∃m > 4, such that ‖X0‖m < ∞ and
∞∑

k=0

θ
m−4
m−1
k < ∞.

Then the Uniform CLT (13) holds.
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Proof. We truncate the variables Xj = fM (Xj)+gM (Xj) where, for x ∈ R, we set fM (x) = (x∧M)∨ (−M)
(then fM ∈ [−M, M ]) and gM (x) = x− fM (x) = x · I1|x|≥M . Note that Lip fM = 1 but ‖fM‖∞ = M .

Then, Yk,` =
(
fM (Xk) fM (Xk+`)−R′`

)
+ Uk,`,M with :

• R′` = Cov
(
fM (Xk), fM (Xk+`)

)
;

• Uk,`,M = gM (Xk)fM (Xk+`) + fM (Xk)gM (Xk+`) + gM (Xk)gM (Xk+`) + R′` −R`.

Therefore, E( Uk,`,M ) = 0 and, for m such that ‖X0‖m < ∞, we derive

‖Uk,`,M‖1 ≤ ME
∣∣∣Xk · I1|Xk|>M

∣∣∣ + ME
∣∣∣Xk+` · I1|Xk+`|>M

∣∣∣ + E
(
(Xk · I1|Xk|>M )2

)
+

∣∣∣E
(
X0X` − fM (X0)fM (X`)

)∣∣∣

≤ 2M‖X0‖m

(
P(X0 > M)

)1−1/m

+ ‖X0‖2m
(
P(X0 > M)

)1−2/m

+ E |fM (X0)gM (X`)|+
+E |gM (X0)fM (X`)|+ E |gM (X0)gM (X`)|

≤ 4M‖X0‖m

(E |X0|m
Mm

)1−1/m

+ 2‖X0‖2m
(E |X0|m

Mm

)1−2/m

≤ 6 ·M2−m · ‖X0‖m
m, (15)

from Hölder and Markov inequalities. By the same procedure, we also obtain :

‖Uk,`,M‖22 ≤ 6
(
E (g2

M (Xk)f2
M (Xk+`) + E (f2

M (Xk)g2
M (Xk+`) + E (g2

M (Xk)g2
M (Xk+`)

)

≤ 18 ·M4−m · ‖X0‖m
m. (16)

Let hM be the function such as hM (x, y) = fM (x)fM (y)−R′` for all (x, y) ∈ R2. Note that ‖hM‖∞ ≤ 2M2

and Lip hM = M . Moreover, for all random variable W in L1(Ω,A,P),

‖E (W | B`)‖1 = sup
Z∈(Ω,B`,P) , ‖Z‖∞≤1

∣∣∣E (W · Z)
∣∣∣.

Therefore,
∥∥∥hM (X0, X`) · E

(
hM (Xk, Xk+`) | B`

)∥∥∥
1

=
∥∥∥E (hM (X0, X`) · hM (Xk, Xk+`) | B`)

∥∥∥
1

= sup
Z∈(Ω,B`,P) , ‖Z‖∞≤1

∣∣∣E
(
Z · hM (X0, X`) · hM (Xk, Xk+`)

)∣∣∣

≤ sup
Z′∈(Ω,B`,P) , ‖Z′‖∞≤2M2

∣∣∣Cov
(
hM (Xk, Xk+`) , Z ′

)∣∣∣.

Consequently, from the definition (14) and the stationarity of X, for all k ≥ 0,
∥∥∥hM (X0, X`) · E

(
hM (Xk, Xk+`) | B`

)∥∥∥
1
≤ 2 ·M3 · θk−|`|. (17)

Thus,
∥∥∥Y0,` · E

(
Yk,` | B`

)∥∥∥
1

≤
∥∥∥(U0,`,M · E

(
Uk,`,M | B`

)∥∥∥
1

+
∥∥∥hM (X0, X`) · E

(
Uk,`,M | B`

)∥∥∥
1

+
∥∥∥U0,`,M · E

(
hM (Xk, X`+k) | B`

)∥∥∥
1

+
∥∥∥hM (X0, X`) · E

(
hM (Xk, Xk+`) | B`

)∥∥∥
1

≤
∥∥∥Uk,`,M

∥∥∥
2

2
+ 4M2

∥∥∥Uk,`,M

∥∥∥
1

+
∥∥∥hM (X0, X`) · E

(
hM (Xk, Xk+`) | B`

)∥∥∥
1

≤ 34 ·M4−m · ‖X0‖m
m + 2 ·M3 · θk−|`|,

from (15), (15) and (17). With the choice M = θ
−1/(m−1)
k−|`| we prove that if

∞∑

k=0

θ
1−3/(m−1)
k < ∞, ‖X0‖m < ∞

for some m > 4, together yield the Uniform CLT (13).

11



Remark. The θ−weakly dependence of X also holds with

θr = sup
{f/Lipf≤1}

‖E [f(Xj1 , Xj2) | B0]− E [f(Xj1 , Xj2)] ‖1.

2.5 Non-causal weak dependent time series

(The details of this topic is developed as an appendix in a more general frame).

The class Λ(1) = B∞ ∩ Λ will be used together with the functions ψ1 defined by

ψ1(g1, g2, u, v) = u · Lip (g1) + v · Lip (g2).

where g1, g2 are two real functions of Λ(1) respectively defined on Ru and Rv (u, v ∈ N∗). In short,
ψ1 = u · Lip (g1) + v · Lip (g2). If the sequence (Xn)n∈Z is η-weakly dependent, there exists a sequence
η = (ηr)r∈N decreasing to zero at infinity such that for any u-tuple (i1, . . . , iu) and any v-tuple (j1, . . . , jv)
with i1 ≤ · · · ≤ iu < iu + r ≤ j1 ≤ · · · ≤ jv, one has

∣∣∣Cov
(
g1(Xi1 , . . . , Xiu), g2(Xj1 , . . . , Xjv )

)∣∣∣ ≤ ψ1 · ηr.

Here, using the tools developed in paragraph 4, we obtain, under certain assumptions on the time series,
the Uniform CLT, and more precisely a convergence rate to the Gaussian measure :

Theorem 3 Let X = (Xn)n∈Z verify Assumption M. Assume that X is η-weakly dependent. Suppose also
that

∃m > 4, such that ‖X0‖m < ∞ and ηn = O(n−α) with α > max
(
3 ;

2m− 1
m− 4

)
.

Suppose that the sequence (sn)n is such as sn = O(n−s) with s > 1. Then the Uniform CLT (13) holds.
Moreover, for φ : R→ R a C3(R) function having bounded derivatives up to order 3, and for g ∈ H :

∣∣∣E
[
φ
(√

n(In(g)− I(g))
)
− φ

(
σ(g) ·N)]∣∣∣ ≤ C · n− t

t+3

(
α(m−4)−2m+1
2(m+1+α·m)

)

where C > 0, t =
((

2α
m− 2
m− 1

− 1
) ∧ (s− 1

2
))

, N ∼ N (0, 1) and σ2(g) = Γ(g, g) (see 12).

Corollary 5 Under the same assumptions than in Theorem 3, for ` ∈ Z and φ : R → R a C3(R) function
having bounded derivatives up to order 3,

∣∣∣E
[
φ
(√

n(R̂n(`)−R`)
)
− φ

(
σ` ·N

)]∣∣∣ ≤ C · n−α(m−4−2m+1
2(m+1+α·m) ,

with C > 0, N ∼ N (0, 1) and σ2
` =

1
π

∫ π

−π

cos2(λ`))f2(λ)dλ + 2π

∫ π

−π

∫ π

−π

cos(λ`) cos(µ`)f4(λ,−µ, µ)dλdµ.

Remark. The convergence rate of both the functional central limit theorems 3 and 5 is provided from
the Bernstein’s blocks method, and should not be optimal. However, under not too restrictive conditions
(α → ∞ and s → ∞), the convergence rate of those theorems can be n−λ with λ < 1/2 as close to 1/2 as
one wants.

3 Applications to parametric estimation

Now we will apply the previous result to finite parameters estimates. Let X = (Xn)n∈Z a time series
verifying Assumption M. We also assume that the spectral density f of X can be written under the form :

f(λ) = f(β,σ2)(λ) = σ2 · gβ(λ) for all λ ∈ [−π, π[, (18)

that is, f depends on a finite number of unknown parameters, a variance term σ2 and a Rp-vector β, where
β = (β(1), . . . , β(p)). Denote also σ∗ and β∗ = (β(1)∗, . . . , β(p)∗) the true value of σ and β. As a consequence,
for all λ ∈ [−π, π[, we will now denote σ∗2gβ∗(λ) the spectral density of X. We will also assume that β and
gβ satisfy some of the following conditions :
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• Condition C1 : the true values σ∗ and β∗ are such as σ∗ > 0 and β∗ lies in a region K ⊂ Rp where K
is an open and relatively compact set.

• Condition C2 : if β1, β2 are distinct elements of K, the set {λ ∈ [−π, π[, gβ1(λ) 6= gβ2(λ)} has positive
Lebesgue measure.

• Condition C3 : there is a normalization condition :
∫ π

−π

log(gβ(λ)) dλ = 0 for all β ∈ K.

• Condition C4 : for all β ∈ K, the function λ 7→ g−1
β (λ) =

1
gβ(λ)

∈ H.

• Condition C5 : for all λ ∈ [−π, π[, the function β 7→ g−1
β (λ) is continuous on K.

• Condition C6 : for all λ ∈ [−π, π[, the function β 7→ g−1
β (λ) is twice continuously differentiable on K.

• Condition C7 : for all β0 ∈ K and (i, j) ∈ {1, . . . , p}, the function λ 7→
(

∂2g−1
β

∂β(i)∂β(j)

)

β0

(λ) ∈ H.

• Condition C8 : for all β ∈ K, the function λ 7→ gβ(λ) is continuously differentiable on [−π, π[.

Let (X1, . . . , Xn) be a known path of X. Define the Whittle maximum likelihood estimators of β∗ and σ∗2,
that are :

β̂n = Argminβ∈K

{
1
2π

In(g−1
β )

}
= Argminβ∈K

{
1
2π

∫ π

−π

In(λ)
gβ(λ)

dλ

}
,

and
σ̂2

n = In(g−1bβn
).

In the following paragraphs, we will show the strong consistency of the estimators β̂n and σ̂2
n.

3.1 Asymptotic properties of the Whittle parametric estimators

Theorem 4 Let X verify the assumptions of Theorem 2. Under Conditions C1-5, then

β̂n
a.s.−→

n→∞
β∗ and σ̂2

n
a.s.−→

n→∞
σ∗2.

Proof. From Theorem 1 and Conditions C4 and C5 (the function β 7→ g−1
β is also uniformly continuous on

K because K is a relatively compact set), with probability 1,

lim
n→∞

In(g−1
β ) = I(g−1

β ),

uniformly in β on K. From Condition C2, we know that

I(g−1
β ) > σ∗2 = I(g−1

β∗ ) for all β 6= β∗

(see Lemma 2, in Hannan, 1973). Therefore (see the proof of Theorem 1 in Hannan, 1973),
β̂n = Argminβ∈K

{
In(g−1

β )
}

converges almost surely to β∗ and In(g−1bβn
) converges to σ∗2.
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Remarks on the conditions C1-5 The C1-3 conditions are usual and can be found for example in
Rosenblatt (1985) for mixing time series or in Fox and Taqqu (1986) for strong dependence times series.
The condition C5 is weaker than the condition of differentiability generally required. The condition C4 is
not usual and is totally connected with the uniformity of the limit theorems.

Theorem 5 Let X verify the assumptions of Theorem 2. Under Conditions C1-7 and if the matrix W ∗ =
(w∗ij)1≤i,j≤p, with

w∗ij =
∫ π

−π

g2
β∗(λ) ·

(∂g−1
β

∂β(i)

)
β∗
(λ) ·

(∂g−1
β

∂β(j)

)
β∗
(λ) dλ

is nonsingular, then

√
n(β̂n − β∗) D−→

n→∞
Np

(
0 , (σ∗)−4 · (W ∗)−1 ·Q∗ · (W ∗)−1

)
, (19)

with the matrix Q∗ = (q∗ij)1≤i,j≤p such as :

q∗ij = 2π

(
σ∗4w∗ij +

∫ π

−π

∫ π

−π

f4(λ, µ,−µ)
(∂g−1

β

∂β(i)

)
β∗
(λ)

(∂g−1
β

∂β(j)

)
β∗
(µ) dλ dµ

)
.

Proof. Let Un(β) = In(g−1
β ). From Conditions 2 and 6, β 7→ Un(β) exists and is twice differentiable on K.

Denote
∂

∂β
Un(β) the vector

(
∂

∂β(i)
Un(β)

)

1≤i≤p

and
∂2

∂β2
Un(β) the (p×p) matrix

(
∂2

∂β(i)∂β(j)
Un(β)

)

1≤i,j≤p

.

According to the mean value theorem,

∂

∂β
Un(β̂n) =

∂

∂β
Un(β∗) +

∂2

∂β2
Un(β)(β̂n − β∗),

where ‖β − β∗‖p < ‖β̂n − β∗‖p (with ‖.‖p the euclidian norm in Rp). Since β̂n minimizes β 7→ Un(β), it
follows that

∂

∂β
Un(β∗) =

[
− ∂2

∂β2
Un(β)

]
(β̂n − β∗). (20)

But, from Theorem 4, β̂n
a.s.−→

n→∞
β∗ and then β

a.s.−→
n→∞

β∗. Consequently, from Condition C7 and Theorem 1

(Uniform Law of Large Number),

∂2

∂β2
Un(β) a.s.−→

n→∞

(∫ π

−π

∂2

∂β(i)∂β(j)
g−1

β∗ (λ) · σ∗2gβ∗(λ) dλ

)

1≤i,j≤p

= σ∗2W ∗,

(see Lemma 3 of Fox and Taqqu, 1986). Moreover, from Theorem 2 and Condition 6,

√
n
( ∂

∂β
Un(β∗)− ∂

∂β
I(g−1

β∗ )
) D−→

n→∞
Np(0, Q∗),

and thus
√

n
∂

∂β
Un(β∗) D−→

n→∞
Np(0, Q∗),

because
∂

∂β
I(g−1

β∗ ) =
∫ π

−π

(∂g−1
β (λ)
∂β

)
β∗
· σ∗2gβ∗(λ) dλ = σ∗2

∂

∂β

(∫ π

−π

log(g−1
β (λ)) dλ

)

β∗
= 0 from Con-

dition C2. Therefore, if the matrix W ∗ is nonsingular, from (20),

√
n(β̂n − β∗) D−→

n→∞
− (σ∗)−2(W ∗)−1 · Np(0, Q∗),

and this completes the proof of Theorem 5.
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Theorem 6 Let X verify the assumptions of Theorem 2. Under Conditions C1-8, then

√
n(σ̂2

n − σ∗) D−→
n→∞

N
(
0 , 2σ∗4 + 2π

∫ π

−π

∫ π

−π

f4(λ, µ,−µ)g−1
β∗ (λ)g−1

β∗ (µ) dλ dµ
)
. (21)

Moreover,
√

n(σ̂2
n − σ∗) and

√
n(β̂n − β∗) are jointly asymptotically normal with covariance :

lim
n→∞

√
n
(
Cov (σ̂2

n , β̂(i)
n )

)
1≤i≤p

=
(
σ∗2·W ∗)−1·

(
2π

∫ π

−π

∫ π

−π

f4(λ, µ,−µ)g−1
β∗ (λ)

(
∂

∂β(i)
g−1

β∗ (µ)
)

dλ dµ
)

1≤i≤p
.

Proof. The Taylor’s formula implies that :

Un(β∗) = Un(β̂n) + (β∗ − β̂n)′ ·
( ∂2

∂β2
Un(β)

)
· (β∗ − β̂n),

with probability 1, and with ‖β − β∗‖p < ‖β̂n − β∗‖p. From previous Theorem 5, it follows

√
n(Un(β∗)− σ∗2) =

√
n(Un(β̂n)− σ∗2) +Op(n−1/2).

Under condition C8 (that implies
∑ |s| · R(s) < ∞), we also have E

(
Un(β∗)

)
= σ∗2 +O(log n/n) (see for

instance Rosenblatt, 1985). As a consequence,
√

n
(
Un(β∗) − E

(
Un(β∗)

)) D−→
n→∞

N
(
0, Γ(g−1

β∗ , g−1
β∗ )

)
with

g−1
β∗ ∈ H. Therefore,

√
n
(
Un(β̂n)− σ∗2

) D−→
n→∞

N
(
0, Γ(g−1

β∗ , g−1
β∗ )

)
,

and it implies property (21). The end of the proof of Theorem 6 follows the same arguments as in Rosenblatt
(1985).

3.2 Example of Whittle parametric estimates for different time series

GARCH and ARCH(∞) processes

The famous and from now on classical GARCH(q′, q) model introduced by Engle (1982) and Bollerslev
(1986) and is given by equations

Xk = ρk · ξk with ρ2
k = a0 +

q∑

j=1

ajX
2
k−j +

q′∑

j=1

cjρ
2
k−j , (22)

where (q′, q) ∈ N2, a0 > 0, aj ≥ 0 and cj ≥ 0 for j ∈ N and (ξk)k∈Z are i.i.d. random variables with zero
mean (for an excellent survey about ARCH modelling, see Giraitis et al., 2005). Under some additional
conditions, similarly as in the case of ARMA models, the GARCH model can be written as a particular
case of ARCH(∞) model (introduced in Robinson, 1991) that verified :

Xk = ρk · ξk with ρ2
k = b0 +

∞∑

j=1

bjX
2
k−j , (23)

with a sequence (bj)j depending on the family (aj) and (cj). Different sufficient conditions can be provided
for obtaining a m-order stationary solution to (22) or (23). However, if (Xk) is a solution of (22) or (23),
then (X2

k) can be written as a solution of a particular case of equation (24) (see Giraitis et al., 2005). More
precisely,

X2
k = εk

(
γ · b0 + γ

∞∑

j=1

bjX
2
k−j

)
+ λ1 · b0 + λ1

∞∑

j=1

bjX
2
k−j for k ∈ Z,
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with εk = (ξ2
k − λ1)/γ for k ∈ Z, λ1 = Eξ2

0 and γ2 = Var (ξ2
0). Notice that the time series (Yk)k∈Z defined

by

Yk = X2
k − λ1 · b0 ·

(
1− λ1

∞∑

j=1

bj

)−1 for k ∈ Z,

verifies an equation (24) with parameter c0 = 0 (as in Proposition 2). As a consequence, a sufficient
condition for the stationarity of (X2

k)k∈Z verifying ‖X2
0‖m < ∞ is

(‖ε0‖m + 1) ·
∞∑

j=1

|bj | < 1 ⇐⇒
(‖ξ2

0 − λ1‖m

γ
+ 1

)
·
∞∑

j=1

|bj | < 1.

The question of the Whittle estimation of the parameter of a stationary solution of (22) was studied by
Zaffaroni and d’Italia (published in 2003) and improved by Giraitis and Robinson (2001). The recent book
by Straumann (2005) also provides an up-to-date and complete overview to this question; in Chapter 4, he
recalls Giraitis and Robinson’s results while chapter 8 is devoted to the results in Mikosch and Straumann
(2002), related to the case of heavy tailed processes which we do not consider in the present paper: in
this paper the cases of intermediate moment conditions of order > 4 are investigated for the special case
of GARCH(1,1) processes; the convergence rates are proved to be slower than the present ones, already
obtained by Giraitis and Robinson in this GARCH case.

Notice that for both models (22) or (23), the spectral density is a constant. As a consequence, the idea of
Whittle estimation in the GARCH case, that was pointed out by Bollerslev (1986), is based on the ARMA
representation verified by (X2

k)k∈Z. The spectral density of (X2
k)k∈Z where (Xk)k∈Z is a stationary solution

of (23), is :

fX2

β,σ2(λ) =
σ2

2π
·
∣∣∣1−

∞∑

j=1

bj(β) · eijλ
∣∣∣
−2

,

with β = (β(1), . . . , β(p)) ∈ Rp such that bj = bj(β) for j ∈ N, and σ2 = E(X2
0 − ρ2

0) = b2
0(β) ·

h(λ1, γ,
∑∞

j=1 bj(β)), where h is a positive real function.

Therefore, the previous results on Whittle estimate for bilinear time series imply the following results
for ARCH(∞) models :

Proposition 1 If X be a stationary ARCH(∞) time series following equation (23), such that it exists
m > 8 verifying E(|ξ0|m) < ∞, with the following condition of stationarity,

((‖ξ2
0 − λ1‖m/2

‖ξ2
0 − λ1‖2 + 1

) ∧ ‖ξ0‖2m
)
·
∞∑

j=1

|bj | < 1, and :

• Geometric decay : ∀j ∈ N, 0 ≤ bj and ∃µ ∈]0, 1[ such that
∑

bj µ−j < 1;

• Riemannian decay : ∀j ∈ N, cj ≥ 0, ∃ν >
2m− 8
m− 8

such that aj = O(j−ν);

then, under Conditions C1-7, the central limit theorems (19) and (21) are verified.

Corollary 6 If it exists m > 8 such that X is a m-ordre stationary GARCH(q’,q) time series verifying
equation (22), then with β = (a1, . . . , aq, c1, . . . , cq′) and σ2 = a2

0 · h(λ1, γ,
∑∞

j=1 bj(β)).

Proof. First, we recall θ-weak dependence property of the ARCH(∞) obtained in Doukhan et al (2005) and
for then inducing θ-weak dependence property for (X2

k)k∈Z. In the ”Geometric decay” case, θr = O(e−c
√

r)
with c > 0. In the ”Riemannian decay” case, with ν > 2, θr = O(

r−nu+1
)
. Now, after applying the

following lemma 9 for h(x) = x2 (section 5), i.e. a = 2, we deduce that (X2
k)k∈Z is θ1−1/m-weak de-

pendent time series. The result of Corollary 4 implies that 1/ in the ”Geometric decay” case, (X2
k)k∈Z
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verifies the Uniform C.L.T., 2/ in the ”Riemannian decay” case, (X2
k)k∈Z verifies the Uniform C.L.T.

if (1− ν) · (1− 2
m

) · m/2− 4
m/2− 1

< −1, i.e. ν >
2m− 8
m− 8

.

Remarks. In Giraitis and Robinson (2001), the obtained results in term of the asymptotic normality of
the Whittle estimate are better, in the sense that : 1/ only the m = 8 is required; 2/ the required conditions
on the sequence (bj) the in the general case of ARCH(∞) model are only b0 > 0 and bj ≥ 0 for j ∈ N∗ and
the stationarity condition ‖ξ0‖2m ·∑∞

j=1 |bj | < 1. However, the method developed in Giraitis and Robinson
(2001) for establishing the central limit theorem verified by the periodogram is essentially ad hoc and can
not be used for non-causal or non linear time series.

Bilinear processes

Giraitis and Surgailis (2002) introduced and studied the following bilinear process define by :

Xk = ξk

(
a0 +

∞∑

j=1

ajXk−j

)
+ c0 +

∞∑

j=1

cjXk−j , (24)

where (ξk)k∈Z are i.i.d. random variables with zero mean and such that ‖ξ0‖p < +∞ with p ≥ 1, and aj ,
cj , j ∈ N are real coefficients. Assume c0 = 0 and define the generating functions :

A(z) =
∑∞

j=1 ajz
j C(z) =

∑∞
j=1 cjz

j

G(z) = (1− C(z))−1 =
∑∞

j=0 gjz
j H(z) = A(z)G(z) =

∑∞
j=1 hjz

j .

Then, if ‖ξ0‖p ·
∑∞

j=1 |hj | < ∞, for instance if ‖ξ0‖p ·
∑∞

j=1 |aj |+
∑∞

j=1 |cj | < 1, then there exists a unique
centered stationary and ergodic solution X in Lp(Ω,A,P) of equation (24) (see Doukhan et al., 2004). Then
its covariogram is defined by

Rk =
a2
0 · ‖ξ0‖2

1−∑∞
j=1 h2

j

∞∑

j=0

gj gj+k,

and verified
∑

k |Rk| < ∞. If we assume that there exists β = (β(1), . . . , β(p)) such that for all k ∈ Z,
ak = ak(β) and ck = ck(β), the spectral density of X exists and verifies :

f(λ) = f(β,σ2)(λ) =
a2
0(β) · σ2

2π
(
1−∑∞

j=1 h2
j (β)

)
∞∑

k=−∞

∞∑

j=0

gj(β) gj+k(β) e−kλ,

with σ2 = ‖ξ0‖22. Like in Doukhan et al. (2004), we consider three different cases of the convergence rate
to zero of the sequences (ak) and (ck), and provide the following proposition using the previous results for
causal weak dependent time series.

Proposition 2 If X be a bilinear time series verifying equation (24) with c0 = 0, E(|ξ0|m) < ∞ with m > 4
and such that ‖ξ0‖m ·∑∞

j=1 |aj |+
∑∞

j=1 |cj | < 1 and :

• Finite case : ∃J ∈ N such that ∀j > J , aj = cj = 0;

• Geometric decay : ∃µ ∈]0, 1[ such that
∑

j |cj |µ−j ≤ 1 and ∀j ∈ N, 0 ≤ aj ≤ µj;

• Riemannian decay : ∀j ∈ N, cj ≥ 0, ∃µ >
2m− 5
m− 4

such that aj = O(j−µ) and ∃ν > 0 such that

∑
j cjj

1+ν < ∞, with ν >
(m− 1)δ

(m− 4)δ − (m− 1) log 2
where δ = log

(
1 +

1−∑
j |cj |∑

j cjj1+ν

)
.

Then, under Conditions C1-7, the central limit theorems (19) and (21) are verified.

Proof. The three different cases of the Proposition are studied in Doukhan et al. (2004) and the θ-weak
dependence behavior is deduced for each case. Thus, in the ”Finite” and the ”Geometric decay” cases,
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θr = O(e−c
√

r) with c > 0, that implies the conditions required in Corollary 4 and therefore the conditions
of Theorem 5 and 6.
In the ”Riemannian decay” case, θr = O

(( r

log r

)d
)

with d = max
(
− (µ− 1) ; − µ · δ

δ + µ · log 2

)
. As a conse-

quence, from Corollary 4, the Uniform CLT (13) is verified if d · m− 1
m− 4

< −1, that is true for the conditions

on µ and ν fixed in Proposition 2.

Non-causal (two-sided) linear processes

Let X be a non causal (two-sided) linear time series verifying :

Xk =
∞∑

j=−∞
ajξk−j for k ∈ Z,

with (ak)k∈Z ∈ RZ and (ξk)k∈Z) a sequence of centered independent identically distributed random variables
such that E(ξ2

0) = σ2 < ∞ and E(|ξ0|m) < ∞ with m ≥ 4. We assume that there exists β = (β(1), . . . , β(p))
such that for all k ∈ Z, ak = ak(β). Moreover, we assume that (ak) is such that ak = O(|k|−a) with a > 1,
and therefore the spectral density of X exists and verifies :

f(λ) = f(β,σ2)(λ) =
σ2

2π

∣∣∣∣∣
∞∑

k=−∞
ak(β)e−ikλ

∣∣∣∣∣

2

.

As a consequence the writing of f is in form suggested in (18). Then the results of the previous paragraph
can be applied.

Proposition 3 If X be a linear time series verifying :

Xk =
∞∑

j=−∞
ajξk−j for k ∈ Z,

with (ak)k∈Z ∈ RZ and (ξk)k∈Z) a sequence of centered independent identically distributed random variables
such that E(ξ2

0) = σ2 < ∞ and E(|ξ0|m) < ∞ with m > 4. We assume that (ak) is such that :

ak = O(|k|−a) with a > max
{7

2
;

5m− 6
2(m− 4)

}
.

Then, under Conditions C1-7, the central limit theorems (19) and (21) are verified.

Proof. A η-weak dependence condition of non causal linear random fields could be found in Doukhan and
Lang (2002, p. 3); under the previous assumptions, X is a η-weak dependent time series with the relation :

η2
2r = O( ∑

|k|>r

a2
k

)
=⇒ ηr = O( 1

ra−1/2

)
.

The Proposition 3 is then a consequence of Theorem 3.

Remarks. 1/ The Condition C8 of Theorem (21) is automatically verified by the convergence rate of (ak)
and therefore is not required in Proposition 3;

2/ To our knowledge, the known results about asymptotic behavior of Whittle parametric estimation for
non-gaussian linear processes are essentially devoted to one-sided (causal) linear processes (see for instance,
Hannan, 1973, Hall and Heyde, 1980, Rosenblatt, 1985, Brockwell and Davis, 1988). In such a case, the
conditions on (ak) are Conditions C1-7, with :

∑
k k a2

k < ∞ (as in Corollary 1) for the UCLT and the
existence of

∑
k k ake−ikλ for Condition 8. It is such a case if m = 4 and ak = O(|k|−a) with a > 2.
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3/ There exist very few results in the case of two-sided linear processes. In Rosenblatt (2000, p. 52) a
condition for strong mixing property for two-sided linear processes is provided, but some restrictive con-
ditions on the process are also required for obtaining a central limit theorem for Whittle estimators : the
distribution of random variables ξk has to be absolutely continuous with respect to the Lebesgue measure
with a bounded variation density, m > 4 + 2δ with δ > 0 and a central limit theorem obtained with a
tapered periodogram (under assumption also

∑∞
m=1 α4,∞(m)δ/(2+δ) < ∞ where α4,∞(m) ≥ αm denote a

strong mixing coefficient define now with four points in the future instead of 2 for α′m (the same remark
following Corollary 3 still holds). The case of strongly dependent two-sided linear processes was also treated
by Giraitis and Surgailis (1990) or Horvath and Shao (1999), however with more restrictive conditions than
Conditions C1-7 and with ak = O(|k|−a) for a fixed −1 < a < 0.

4/ In such case of linear processes, it is well known that :
√

n(β̂n − β∗) D−→
n→∞

Np

(
0 , 2π · (W ∗)−1

)
, σ̂2

n

is a consistent estimate of σ4 and therefore
√

n(σ̂2
n − σ∗) D−→

n→∞
N (

0 , σ∗4 · γ4

)
, with γ4 the fourth cumulant

of the (ξk)k∈Z), and
√

n(β̂n − β∗) and
√

n(σ̂2
n − σ∗) are asymptotically normal.

Non-causal (two-sided) ARCH(∞) processes

The asymptotic normality of Whittle estimate may be obtained for a non-causal ARCH(∞) process. This
class of times series is a natural generalization of causal ARCH(∞) process and was first introduced by
Doukhan et al. (2005). A two-sided ARCH(∞) sequence (Xk)k∈Z is defined by :

Xk = ξk

(
a0 +

∑

j 6=0

ajXk−j

)
, for k ∈ Z, (25)

where (ξk)k∈Z are i.i.d. random bounded variables with zero mean and (ak)k∈Z is a sequence of real
numbers such that :

λ = ‖ξ0‖∞ ·
∑

j 6=0

|aj | < 1.

Such a condition implies the existence and the stationarity in Lk (for any k ∈]0,∞]) of a solution of (25).
The following proposition specifies a behavior of the sequence (ak)k∈Z that implies a η-weak dependence of
the times series and the normality of the Whittle estimate :

Proposition 4 If X be a stationary non-causal ARCH(∞), i.e. a stationary solution of (25), such that
‖ξ0‖∞ ·∑j 6=0 |aj | < 1. We assume that he sequence (ak)k∈Z is such that :

ak = O(|k|−a) with a > 4.

Then, under Conditions C1-7, the central limit theorems (19) and (21) are verified.

Proof. A η-weak dependence condition of non causal ARCH(∞) could be found in Doukhan et al. (2005) :
under the previous assumptions, X is a η-weak dependent time series with the relation :

ηr = O
( ∑

2k<r

k · λk−1
( ∑

|j|≥r/k

|aj |
))

=⇒ ηr = O( 1
ra−1

)
.

The Proposition 4 is then a consequence of Theorem 3.

Remarks. The condition on the sequence (ξk)k∈Z, i.e. i.i.d. random bounded variables, is restricting.
However, if it is only a sufficient condition for the existence of a non causal ARCH(∞) process, it seems to
be very close to be also a necessary condition (see Doukhan et al., 2005).
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4 Appendix: non-causal weak dependence

4.1 A general central limit theorem

We consider the following empirical mean,

Sn =
1√
n

n∑

k=1

h(xk) =
1√
n

n∑

k=1

Yk

where h : Rd → R is a function and (xn)n∈Z with values in Rd is a stationary centered sequence that
verifying certain conditions. We will study the case where Sn verifies a central limit theorem,

Sn
D−→

n→∞
N (0, σ2) with σ2 =

∞∑

k=−∞
Cov (h(x0), h(xk)) < ∞

(in section 4.3, we shall exhibit a condition for this series to converge).

More precisely, the aim of the following subsections will be to precise conditions to obtain a decay rate
to 0 of

∣∣∆n

∣∣ when ηr = O (r−α) for some suitable α > 0, with

∆n = E (φ(Sn)− φ(Z)) , (26)

for φ a C3(R) function with bounded derivatives up to order 3, and Z ∼ N (0, σ2).

Assumptions A on the sequence (xn)n :

1. the sequence (xn)n∈Z with values in Rd is endowed with the norm |(u1, . . . , ud)| = max{|u1|, . . . , |ud|};
2. there exists m−th order moments for (xn)n with m > 4;

3. (xn)n∈Z is
(
η, Λ(1), ψ1

)−weakly dependent, that is for all g1, g2 functions of Λ(1) respectively defined
on Ru and Rv (u, v ∈ N∗), there exists a sequence η = (ηr)r∈N decreasing to zero at infinity such that
for all u-tuple (i1, . . . , iu) and all v-tuple (j1, . . . , jv) with i1 ≤ · · · ≤ iu < iu + r ≤ j1 ≤ · · · ≤ jv,

|Cov (g1(xi1 , . . . , xiu), g2(xj1 , . . . , xjv )) | ≤
(
u · (Lip g1) · ‖g2‖∞ + v · (Lip g2) · ‖g1‖∞

)
ηr;

4. the sequence η = (ηr)r∈N verifies :

ηr = O (
r−α

)
with α > 0. (27)

Assumptions H on the function h :

1. E(h(x0)) = 0;

2. There exists a ≥ 1 and A = A(d) ≥ 1 such as for all u, v ∈ Rd,
{ |h(u)| ≤ A(|u|a ∨ 1)
|h(u)− h(v)| ≤ A

((|u|a−1 + |v|a−1
) ∨ 1

) |u− v| .

Examples. A natural example of such frame is related to the empirical covariance where xn = (Xn, Xn+`)
and h(u1, u2) = u1u2 − R`. In this case a = 2. Extensions to the higher order spectral functions
are straightforward with a = d and xn = (X0, Xn+`1 , . . . , Xn+`d−1) and h(u1, . . . , ud) = (u1u2 · · ·ud) −
E(X0Xn+`1 · · ·Xn+`d−1). More general polynomials may also be considered as well as functions with poly-
nomial growth (and derivatives with polynomial growth).

As a consequence of the assumptions on h and (xn)n∈Z, and in view of using a Bernstein’s blocks technique,
we prove the following theorem :
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Theorem 7 Let h and (xn)n∈Z satisfy respectively assumptions H and A, with m > 2a. Then, for any

N ∼ N (0, 1) random variable, for any φ ∈ C3(R) with bounded derivatives, if α > max
(
3 ;

2m− 1
m− 2a

)
, there

exists c > 0 such that :
∣∣∣E(φ(Sn)− φ(σ ·N))

∣∣∣ ≤ c · n−λ with λ =
α(m− 2a)− 2m + 1
2(m + a− 1 + α ·m)

, (28)

and σ2 =
∞∑

k=−∞
Cov (h(x0), h(xk)).

Remark. 1/ We consider here the estimate of Dudley
∣∣∣E(φ(Sn) − φ(σ ·N))

∣∣∣. An interesting application
of the majoration (28) consists on a measure of the distance between SN and its Gaussian approximation.
Indeed, the result may be specified and the bound may also be written with a constant c =

(‖φ′‖∞ +
‖φ′‖∞ + ‖φ′‖∞

) · C for some C which does not depend on φ. This implies, arguing as in Doukhan (1994),
that there exists some c′ > 0 such that :

sup
t∈R

|P(Sn ≤ t)− P (σ ·N ≤ t)| ≤ C ′ · n−λ/4,

for n ∈ N. Unfortunately, this rate is far from being optimal as stressed by Rio (2000) which obtains rates
n−ρ for some ρ < 1/3 in the case of strongly mixing sequences.

2/ If α and m are large enough, then λ → 1
2
. In such a case, the rate is not so far from the i.i.d. se-

quences’s rate.

The following subsections are devoted to prove this result.

From now on, c > 0 denotes a constant which may vary from one line to the other.

4.2 Truncation

We now define a truncation in order to be able to use the previous dependence condition and make Lindeberg
technique work. For T > 1, define fT (x) = (x ∧ T ) ∨ (−T ) for x ∈ R. Then Lip fT = 1, ‖fT ‖∞ = T . For
(u1, . . . , ud) ∈ Rd, we denote

FT (u1, . . . , ud) = (fT (u1), . . . , fT (ud))

and
Yi = h(xi), Y

(T )
i = h(FT (xi))− E

[
h(FT (xi))

]
, E

(T )
i = Yi − Y

(T )
i (29)

Lemma 6 Let h and (xn)n∈Z satisfy respectively assumptions H and A, with m > 2a. Then,

a) E
[|E(T )

0 |] ≤ c ·A · T a−m and E
[
(E(T )

0 )2
] ≤ c ·A2 · T 2a−m ;

b) for all i ∈ Z, |Cov (Y (T )
0 , E

(T )
i )| ≤ E (|Y (T )

0 |, |E(T )
i |) ≤ c ·A2 · T 2a−m;

c) for all i ∈ Z, |Cov (Y (T )
0 , Y

(T )
i )| ≤ c ·A2 · T 2a−1 · ηi.

Proofs. First note that for γ ≥ 1 such as aγ ≤ m, from assumptions on h,

E
[∣∣∣h(x0)− h(FT (x0))

∣∣∣
γ]

≤ Aγ · E
[∣∣∣(|x0|a−1 + |FT (x0)|a−1) · |x0 − FT (x0)|

∣∣∣
γ]

≤ (2A)γ · E [|x0|aγ · I1{|x0|≥T}
]

≤ (2A)γ · µ · T γa−m (Markov inequality). (30)
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a) The assumptions on h lead to

E
[|E(T )

0 |] ≤ E
[|h(FT (x0))− h(x0)|

]
+ E

[|h(FT (x0))|
]

≤ 2E
[|h(FT (x0))− h(x0)|

]
.

Now the relation (30) with γ = 1 leads to E
[|h(FT (x0))− h(x0)|

] ≤ 2A · µ · T a−m. Then,

E
[|YT,0|

] ≤ 4A · µ · T a−m.

By the same arguments,

E
[
(E(T )

0 )2
] ≤ 4E

[
(h(FT (x0))− h(x0))2

]

≤ 16A2 · µ · T 2a−m (relation (30) with γ = 2).

b) Analogously, relation (30) with Hölder inequality yields

|Cov (Y (T )
0 , E

(T )
i )| ≤ ∥∥Y

(T )
0

∥∥
m/a

·
(
E

[∣∣E(T )
0

∣∣ m
m−a

])m−a
m

(Hölder inequality)

≤ 2
∥∥h(FT (x0))

∥∥
m/a

· 2 (
E

(|h(x0)− h(FT (x0))|
m

m−a
))m−a

m

≤ 2A ·
∥∥|x0|a ∨ 1

∥∥
m/a

· 2A · µm−a
m · (T−m(1− a

m−a )
)m−a

m (assumptions on h)

≤ c ·A2 · T 2a−m.

c) Let h(T )(u) = h(FT (u)) − E [
h(FT (x0))

]
for u ∈ Rd. From assumptions on h, it can easily be shown

‖h(T )‖∞ ≤ 2A · T a and Lip h(T ) ≤ 2A · T a−1. Consequently, with the weak dependence inequality,

|Cov (Y (T )
0 , Y

(T )
i )| ≤ |Cov (h(T )(x0), h(T )(xi))|

≤ 8A2 · T 2a−1 · ηi.

4.3 Variances

When it exists, we put : σ2 =
∞∑

i=−∞
Cov (h(x0)), h(xi)) =

∞∑

i=−∞
Cov (Y0, Yi). Now, we are going to approxi-

mate σ2 by
1
p
· σ2

p, where :

σ2
p = Var

(
p∑

i=1

Yi

)

Then, the two following results can be shown :

Lemma 7 Let h and (xn)n∈Z satisfy respectively assumptions H and A, with m > 2a and if

α >
m− 1
m− 2a

that implies
∞∑

i=1

η
m−2a
m−1

i < ∞, then : (31)

a) The series σ2 converges;

b) There is a constant c > 0 such that

∣∣∣∣∣σ
2 − σ2

p

p

∣∣∣∣∣ ≤ c ·

 log p

p
+

(
1
p

)(
α(m−2a)

m−1 −1
)
 . (32)
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Proof. a) We assume that ηi ≤ 1 for each i ≥ 0. With Ti ≥ 1 for i ∈ Z, we write

Cov (Y0, Yi) = Cov (E(Ti)
0 , E

(Ti)
i ) + Cov (Y (Ti)

0 , E
(Ti)
i ) + Cov (Y (Ti)

i , E
(Ti)
0 ) + Cov (Y (Ti)

0 , Y
(Ti)
i ).

From the previous lemma, |Cov (Y0, Yi)| ≤ c(T 2a−m
i + T 2a−1

i · η|i|). Now, set T 2a−m
i = T 2a−1

i · η|i|, then

Ti = η
− 1

m−1

|i| ≥ 1 and

|Cov (Y0, Yi)| ≤ c · η
m−2a
m−1

i . (33)

As a consequence,
∞∑

i=−∞
|Cov (Y0, Yi)| ≤ c ·

∞∑

i=−∞
η

m−2a
m−1

i and σ2 exists.

b) Decompose σ2 − σ2
p

p
= D1 + D2 with D1 =

∑
|i|≥p Cov (Y0, Yi) and D2 = 1

p

∑
|i|<p |i| · Cov (Y0, Yi).

From assumption (31), we conclude as above with inequality (33), because :

• ∣∣D1

∣∣ ≤ c ·
∑

i≥p

η
m−2a
m−1

i ≤ c ·
((1

p

)(α(m−2a)
m−1 −1

))
, and

• |D2| ≤ c

p
·

∑

|i|<p

|i| · η
m−2a
m−1

|i| = c ·
( log p

p
+

(1
p

)(α(m−2a)
m−1 −1

))
, following the two different cases :

α ≥ 2 · m− 1
m− 2a

or
m− 1
m− 2a

< α < 2 · m− 1
m− 2a

.

4.4 A (2 + δ) order moment inequality

For p ∈ N∗, define : Wp =
p∑

i=1

Yi. We now extend the idea in [12] to derive the following bound :

Lemma 8 Let h and (xn)n∈Z satisfy respectively assumptions H and A, with m > 2a. Then, if α > 3, for

all 0 < δ <
m− 2a

a
, there exists a constant c > 0 such that :

E|Wp|2+δ ≤ c · pr with
2 + δ

2
≤ r = 2 + δ − m− 2a− a · δ

m− 1
< 2 + δ.

Proof. Let ∆ = 2 + δ and m = a(2 + ζ). With inequality (30) and W
(T )
p =

∑p
i=1 Y

(T )
i , we obtain :

‖Wp‖∆ ≤ ‖W (T )
p ‖∆ + p‖Y0 − Y

(T )
0 ‖∆ ≤ ‖W (T )

p ‖∆ + c · p · T a−m
∆ .

The Hölder inequality provides :

E|W (T )
p |∆ ≤

(
E|W (T )

p |2
)1−δ/2 (

E|W (T )
p |4

)δ/2

Now from c) of Lemma 6, we obtain E|W (T )
p |2 ≤ c · p · T 2a−1

∞∑

i=0

ηi. Setting

Cr,T = max
u=1,2,3

sup
su+1−su=r

∣∣∣∣∣Cov

(
u∏

i=1

Y (T )
si

,

4∏

i=u+1

Y (T )
si

)∣∣∣∣∣

where this supremum is set over s1 ≤ s2 ≤ s3 ≤ s4, we obtain as in [9],

E|W (T )
p |4 ≤ c


p

p−1∑

k=0

(k + 1)2Ck,T +

(
p · T 2a−1

∞∑

i=0

ηi

)2

 .
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We quote that Ck,T ≤ T 4a−1ηk to derive

E|W (T )
p |4 ≤ c

(
p · T 4a−1 +

(
p · T 2a−1

)2
)

.

Thus, from previous inequalities and with m = (2 + ζ)a,

E|Wp|∆ ≤ c

(
p∆ · T a∆−m +

(
p · T 2a−1

)1−δ/2

×
(
p · T 4a−1 + p2 · T 4a−2

)δ/2
)

≤ c

(
p∆T a(δ−ζ) +

(
p · T 2a−1

)∆/2

+ p · T a∆−1

)
.

We now optimize this last inequality in p by setting T = pb with b > 0 and choosing b such that the right
member is minimum. With the condition δ < aζ, we first show that it is necessary to have b < 1 and the
optimal b is obtained by balancing of p∆T a(δ−ζ) and p · T a∆−1. This value of b is :

b =
1 + δ

m− 1
,

that verifies b < 1. We thus obtain
E|Wp|∆ ≤ c · p2+δ− a(ζ−δ)

m−1 ,

that implies the result of the lemma.

Remark Notice that r = 2 + δ − m− 2a− a · δ
m− 1

>
1
2
, contrarily to the classical Marcinkiewicz-Zygmund

inequalities.

4.5 Bernstein blocks : Proof of Theorem 7.

We now consider three sequences of positive integers p = (p(n))n∈N, q = (q(n))n∈N and k = (k(n))n∈N such
that :

• lim
n→∞

p(n)
n

= lim
n→∞

q(n)
p(n)

= 0;

• k(n) =
[

n

p(n) + q(n)

]
(thus lim

n→∞
k(n) = ∞).

In order to fix their dependence, these sequences are chosen as

p(n) = [nβ ], q(n) = [nγ ], with 0 < γ < β < 1,

the exponents β and γ will be chosen below. We form the blocks I1, . . . , Ik and J such as :

Ij =
{

(j − 1)(p(n) + q(n)) + 1, . . . , (j − 1)(p(n) + q(n)) + p(n)
}

for j = 1, . . . , k(n);

Uj =
∑

i∈Ij

Yi, for j = 1, . . . , k(n).

Then expression (26) is decomposed as :

∆n =
3∑

`=1

∆`,n,
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where we set, for a standard Gaussian N ∼ N (0, 1),

∆1,n = E


φ(Sn)− φ


 1√

n

k∑

j=1

Uj





 ,

∆2,n = E


φ


 1√

n

k∑

j=1

Uj


− φ

(
Nσp

√
k

n

)
 ,

∆3,n = E

(
φ
(
Nσp

√
k

n

)
− φ(σN)

)
.

Term ∆1,n. Using inequality (33) we derive with a Taylor expansion up to order 2 :

|∆1,n| ≤ c · k(n) · q(n) + p(n)
n

‖φ′′‖∞
2

∞∑

i=0

η
(m−2a)/(m−1)
i

≤ c · (nβ−1 + nγ−β
)
. (34)

Term ∆3,n.

Now, Taylor formula implies :




f

(
Nσp

√
k

n

)
= φ(0) + Nσp

√
k

n
φ′(0) +

1
2
N2σ2

p

k

n
φ′′(V1);

φ (Nσ) = φ(0) + Nσφ′(0) +
1
2
N2σ2φ′′(V2),

with V1 and V2 two random variables. Then, with Lemma 7,

∣∣∆3,n

∣∣ ≤ ‖φ′′‖∞ ·
∣∣∣∣
k(n)
n

σ2
p − σ2

∣∣∣∣

≤ ‖φ′′‖∞ ·
(

p(n) · k(n)
n

∣∣∣σ2 − 1
p(n)

σ2
p

∣∣∣ +
n− p(n) · k(n)

n
σ2

)

≤ c ·
(

log(p(n)) · p−1(n) + p(n)1−
α(m−2a)

m−1 +
q(n)
p(n)

)

and therefore
∣∣∆3,n

∣∣ ≤ c ·
(
n−β · log n + nβ−α·β·(m−2a)

m−1 + nγ−β
)

. (35)

Term ∆2,n. Let (Nj)1≤j≤k(n) be independent N
(
0, σ2

p

)
−Gaussian random variables, independent of the

process (xi)i∈Z (such variables classically exist if the underlying probability space is rich enough).

We set φj(t) = E
(
φ

(
1√
n
t + 1√

n

∑
j<i≤k Ni

))
. In the sequel, for simplicity, empty sums are set equal

to 0. Then :

∆2,n = E


φ


 1√

n

k∑

j=1

Uj


− φ

(
Nσp

√
k

n

)


= E




k∑

j=1

φ
( 1√

n

j∑

i=1

Uj +
1√
n

k∑

i=j+1

Ni

)
− φ


 1√

n

j−1∑

i=1

Uj +
1√
n

k∑

i=j

Ni







=
k∑

j=1

Eνj,n,

with νj,n = φj (Zj + Uj)− φj (Zj + Nj) and Zj =
∑j−1

i=1 Ui.
Moreover, ‖φ(`)

j ‖∞ ≤ n−`/2‖φ(`)‖∞ for ` = 0, 1, 2, 3. Making two distinct Taylor expansions (up to
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order 2 and 3 respectively) we obtains the two following expressions with some random variables Lj

for j = 1, 2, 3, 4 :

νj,n −
[
φ′j(Zj)(Uj −Nj) +

1
2
φ′′j (Zj)(U2

j −N2
j )

)]
=

1
6
(
φ

(3)
j (L1)U3

j − φ
(3)
j (L2)N3

j

)

=
1
2
[
(φ′′j (L3)− φ′′j (Zj))U2

j

−(φ′′j (L4)− φ′′j (Zj))N2
j

]
∣∣∣∣νj,n −

[
φ′j(Zj)(Uj −Nj) +

1
2
φ′′j (Zj)(U2

j −N2
j )

)]∣∣∣∣ ≤ c

( |Uj |2
n

∧ |Uj |3
n3/2

+
|Nj |2

n
∧ |Nj |3

n3/2

)

≤ c

n1+δ/2
(|Uj |2+δ + |Nj |2+δ)

because the sequence (Nj)j is independent of the sequence (xj)j , and thus independent of the sequence
(Uj)j , and with the two relations EU2

j = σ2
p = EN2

j and s2 ∧ s3 ≤ s2+δ with δ ∈ [0, 1] (that is valid

for all s ≥ 0). Now with the inequality E|Nj |2+δ =
(
EU2

j

)1+δ/2E|N (0, 1)|2+δ ≤ c · E|Uj |2+δ we derive

|Eνj,n| ≤ |Cov (φ′j(Zj), Uj)|+ 1
2
· |Cov (φ′′j (Zj), U2

j )|+ c

n1+δ/2
· E|Uj |2+δ.

Thus, using lemma 8

∣∣∆2,n

∣∣ ≤
k(n)∑

j=1

(
Cj + C ′j + c · n−1−δ/2pr

)

≤ c · n−δ/2pr−1 +
k(n)∑

j=1

(Cj + C ′j), (36)

where
{

Cj =
∣∣Cov (φ′j(Zj), Uj)

∣∣ ,

C ′j =
1
2

∣∣Cov (φ′′j (Zj), U2
j )

∣∣ .

Now, we can write the random variables Uj , U2
j , φ′j(Zj), φ′′j (Zj) as functions G : (Rd)u → R of

xi1 , . . . , xiu . The important characteristics of such G are driven by the following respective orders :

Random variable Order w ‖G‖∞ Lip G

U
(T )
j p(n) O (A · p(n)T a) O (

A · p(n)T a−1
)

(U (T )
j )2 p(n) O (

A2 · p(n)2T 2a
) O (

A2 · p(n)2T 2a−1
)

φ′j(Zj) ≤ n ≤ n−1/2‖φ′‖∞ O (
A · T a−1n−1

)
φ′′j (Zj) ≤ n ≤ n−1‖φ′′‖∞ O (

A · T a−1n−3/2
)

In order to use the weak dependence device for these two random variables Cj and C ′j , we have to use

truncation U
(T )
j obtained by replacing Yi’s by Y

(T )
i and then,





Cj ≤ C
(T )
j + c · ‖φ′‖∞ · p(n)√

n
· E|E(T )

0 | with C
(T )
j =

∣∣∣Cov (φ′j(Zj), U
(T )
j )

∣∣∣ ;

C ′j ≤ C
′(T )
j + c · ‖φ′′‖∞ · p2(n)

n
· E |Y 2

0 − (Y (T )
0 )2| with C

′(T )
j =

1
2

∣∣∣Cov (φ′′j (Zj), (U
(T )
j )2)

∣∣∣ .

From the previous bounds, we obtain :

C
(T )
j ≤ c ·A2 ·

(
p(n) · T 2a−1 + ‖φ′‖∞ · p(n)2 · T a−1 · n−1/2

)
· ηq(n),

C
′(T )
j ≤ c ·A3 ·

(
p(n)2 · T 3a−1 · n−1/2 + ‖φ′′‖∞ · p(n)3 · T 2a−1 · n−1

)
· ηq(n),
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For this, one should mention that if s ∈ N∗, the function G
(s)
T defined on Rds as G

(s)
T (u1, . . . , us) =∏s

j=1

(
h(FT (uj))− E

[
h(FT (x0))

])
satisfies ‖G(s)

T ‖∞ ≤ T sa and Lip G
(s)
T ≤ c ·As · T sa−1.

Thus,




Cj ≤ c ·A3 ·
(

p(n)·√
n

T a−m +
(

p(n) · T 2a−1 +
p2(n)√

n
T a−1

)
ηq(n)

)
;

C ′j ≤ c · ·A3

(
p2(n)

n
· T 2a−m +

(
p2(n)√

n
· T 3a−1 +

p3(n)
n

· T 2a−1

)
· ηq(n)

)
,

(37)

from Lemma 29, relation (33), and because, from Lemma 29,

E |Y 2
0 − (Y (T )

0 )2| ≤ E |E(T )
0 |2 + 2E (|Y (T )

0 |, |E(T )
0 |) ≤ c · T 2a−m.

Now, those bounds have to be minimized in n by choosing T as a function of n. Note that even if T
may be chosen differently for the terms Cj and C ′j , this will be useless for our bounds. Remark that
the aim is to write Cj and C ′j bounded by n−c with the largest c > 0. As a consequence, we deduce
from (37) that β will have to be the closer to 0. As a consequence, we assume β < 1/2 and thus Cj

and C ′j are minimized by selecting T = n
αγ−1/2
a+m−1 , that implies :





Cj ≤ c ·A3 · nβ−1/2−(αγ−1/2)

(
m−a

m+a−1

)
;

C ′j ≤ c ·A3 · n2β−1−(αγ−1/2)

(
m−2a

m+a−1

)
,

under the conditions
1
2α

< γ < β <
1
2
. Finally, from (36), we obtain the following bound :

∣∣∆2,n

∣∣ ≤ c ·A3 ·
(
nβ(r−1)−δ/2 + n

1/2−(αγ−1/2)

(
m−a

m+a−1

)
+ n

β−(αγ−1/2)

(
m−2a

m+a−1

))
. (38)

Therefore, inequalities (34), (35), (38) and condition
1
2α

< γ < β <
1
2

provide :

∣∣∆n

∣∣ ≤ c ·A3 · nmax(p1,p2,p3,p4,p5) with





p1 = β
(
1− α · m−2a

m−1

)

p2 = γ − β

p3 = β
(
1 + δ −

(
m−2a−aδ

m−1

))
− δ/2

p4 = 1/2− (αγ − 1/2)
(

m−a
m+a−1

)

p5 = β − (αγ − 1/2)
(

m−2a
m+a−1

)

. (39)

We have the possibility to make varying δ, β, γ (with certain conditions) for :

1. obtaining conditions on α and m, such that it exists δ, β, γ verifying max(p1, p2, p3, p4, p5) < 0;

2. minimizing max(p1, p2, p3, p4, p5) with an optimal choice of δ, β, γ under the previous conditions.

To solve 1., the condition p3 < 0 implies β <
m− 2a

2(m− a)
with the optimal choice δ = m/a − 2. Moreover,

condition p4 < 0, implies γ >
1
2α

(
2m− 1
m− a

)
. As a consequence, max(p1, p2, p3, p4, p5) < 0 is verified when :

1
2α

(
2m− 1
m− a

)
< γ < β <

m− 2a

2(m− a)
=⇒ α >

2m− 1
m− 2a

. (40)

To solve 2., fist we show that only coefficients p2, p3 and p4 have to be considered for the minimization
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(under conditions (40), coefficients p1 and p5 are smaller than p2, p3 and p4). Then, the optimal choice for
γ and δ is provided by the resolution of the system : p2 = p3 and p2 = p4, that implies to :

β0 =
m + 2a− 1 + α(m− 2a)

2(m + a− 1 + α ·m)
and γ0 =

3m + 2a− 2
2(m + a− 1 + α ·m)

,

and therefore, we obtain the optimal rate :

∣∣∆n

∣∣ ≤ c ·A3 · n−λ with λ =
α(m− 2a)− 2m + 1
2(m + a− 1 + α ·m)

.

4.6 Application to the periodogram and empirical covariance

Proof of Theorem 3 and Corollary 5 :

Set g ∈ H with g(λ) =
∑

`∈Z g`e
iλ` and let k ∈ N∗. Then define g(k)(λ) =

∑
|`|<k g`e

iλ`.

We can write : ∣∣∣E
[
φ
(√

n(In(g)− I(g))
)
− φ

(
σ(g) ·N

)]∣∣∣ ≤ D
(k)
1,n + D

(k)
2,n + D

(k)
3,n,

with

D
(k)
1,n =

∣∣∣E
[
φ
(√

n(In(g(k))− I(g(k)))
)
− φ

(
σ(g(k)) ·N

)]∣∣∣

D
(k)
2,n =

∣∣∣E
[
φ
(
σ(g(k)) ·N

)
− φ

(
σ(g) ·N

)]∣∣∣

D
(k)
3,n =

∣∣∣E
[
φ
(√

n(In(g(k))− I(g(k)))
)
− φ

(√
n(In(g)− I(g))

)]∣∣∣ .

Term D
(k)
1,n : For i = 1, . . . , n, set xi = (Xi+`)|`|<k a stationary random vector in R2k−1. The function :

h(xi) =
∑

|`|<k

g`(XiXi+` −R`) for i = 1, . . . , n,

satisfies the assumptions H (defined in the sequel) with a = 2 and A = A(2k − 1) = 2k − 1. Define also :

S(k)
n =

1√
n

n∑

i=1

h(xi) =
√

n(In(g(k))− I(g(k))).

By applying theorem 7 for this function h, one obtains :

D
(k)
1,n ≤ C1 · k3 · n−λ, (41)

with C1 > 0 and λ =
α(m− 4)− 2m + 1

2(m + 1 + α ·m .

Term D
(k)
2,n : With the same trick used for obtaining the bound of ∆4,n in the previous proof, we have :

D
(k)
2,n ≤ ‖φ′′‖∞ ·

∣∣∣σ2(g)− σ2(g(k))
∣∣∣ .

But, from the expression 12, we deduce :

∣∣∣σ2(g)− σ2(g(k))
∣∣∣ ≤

∣∣∣∣
1
π

∫ π

−π

(g2(λ)− (g(k)(λ))2)f2(λ) dλ+

2π

∫ π

−π

∫ π

−π

(g(λ)g(µ)− g(k)(λ)g(k)(µ))f4(λ,−µ, µ)dλdµ

∣∣∣∣ .

With g ∈ H, we have :

‖g − g(k)‖∞ ≤
( ∑

|`|≥k

s`

)1/2( ∑

|`|≥k

s−1
` g2

`

)1/2

≤
( ∑

|`|≥k

s`

)1/2

‖g‖H.
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Consequently, with also ‖g + g(k)‖∞ ≤ 2
( ∑

`∈Z s`

)1/2

· ‖g‖H, there exists C2 > 0 such as :

D
(k)
2,n ≤ C2 · (k

1−s
2 ), (42)

with s` = O(`−s) and s > 1.

Term D
(k)
3,n : First, from a Taylor development,

D
(k)
3,n ≤

1
2
· ‖φ′′‖∞ · n · E

(
In(g − g(k))− I(g − g(k))

)2

.

With the same decomposition as in the proof of lemma 2, one obtains :

E
(
In(g − g(k))− I(g − g(k))

)2

≤ 3
(( ∑

|`|≥n

R`g`

)2

+
( 1

n

∑

k≤|`|<n

|`|R`g`

)2

+
∥∥∥

∑

k≤|`|<n

g`

(
R̂n(`)− E(R̂n(`))

)∥∥∥
2

2

)
.

First, ( ∑

|`|≥n

R`g`

)2

≤ sn ·
∑

|`|≥n

R2
` ·

∑

|`|≥n

s−1
` g2

` ≤
1
n
· ‖g‖2H ·

∑

|`|≥n

R2
` .

Using the weak dependence of (Xi)i and with the same trick as in the proof of lemma 7 and more precisely
with inequality (33) adapted to the function h(x) = x (therefore with a = 1),

|R`| ≤ c · η
m−2
m−1

|`| ≤ c · |`|−α m−2
m−1 ,

from the rate η|`| = O(|`|−α) with α > 3. As a consequence,

∑

|`|≥n

R2
` ≤ c · n1−2α m−2

m−1 and
( ∑

|`|≥n

R`g`

)2

≤ c · n−2α m−2
m−1 .

In the same way, ( 1
n

∑

k≤|`|<n

|`|R`g`

)2

≤ 1
n
· ‖g‖2H ·

∑

k≤|`|<n

R2
` ≤

c

n
· k1−2α m−2

m−1 .

Finally,

∥∥∥
∑

k≤|`|<n

g`

(
R̂n(`)− E(R̂n(`))

)∥∥∥
2

2
≤

( ∑

k≤|`|<n

|g`|
(
Var (R̂n(`))

)1/2)2

≤ max
`∈Z

(
Var (R̂n(`))

)
· ‖g‖2H ·

∑

k≤|`|<n

s`

≤ 1
n
· (κ4 + 2γ) · ‖g‖2H ·

∑

k≤|`|<n

s` from lemma 1.

Finally, with s` = O(`−s) and s > 1, there exists C3 > 0 such as :

D
(k)
3,n ≤ C3 · (k1−2α m−2

m−1 + k1−s). (43)

Now, with (41), (42) and (43), we deduce by considering t =
(
2α

m− 2
m− 1

− 1
)
∧ s− 1

2
and selecting k such

as kt+3 = nλ, that there exists C > 0 such as :
∣∣∣E

[
φ
(√

n(In(g)− I(g))
)
− φ

(
σ(g) ·N

)]∣∣∣ ≤ C · n− t
t+3 λ.

Proof of Corollary 5. Only set g(λ) = ei`λ in Theorem 3. Since this function belongs to each space Hs, this
follows that the terms D

(k)
2,n and D

(k)
3,n both vanish and the result follows from the bound (41).
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5 Appendix : a useful lemma

In several occurrences we need the following heredity lemma. Indeed, for ARCH models, the corresponding
times series are weakly dependent but being orthogonal sequences their spectral density is constant thus
meaningless and one better consider the squares process. More generally on may consider an instantaneous
function of the initial process and we thus need to be in position to apply the results of the previous sections.

Lemma 9 Assume that (Xi)i∈Z is a stationary time series such that it exists p > 0 verifying ‖X0‖p < ∞.
Let (Yi)i∈Z the stationary times series defined by Yi = h(Xi) for i ∈ Z and h : R→ R such that |h(x)| ≤ c·|x|a
and |h(x)− h(y)| ≤ c · |x− y| · (|x|a−1 + |y|a−1) for (x, y) ∈ R2 and c > 0, 0 < a < p.

• If (Xi)i∈Z is θ-weak dependent time series (in the sense of Corollary 4), then (Yi)i∈Z is a stationary

θY -weak dependent time series, such that ∀r ∈ N, θY
r = c · θ

p−a
p−1
r with constant c > 0;

• If (Xi)i∈Z is η-weak dependent time series, then (Yi)i∈Z is a ηY -weak dependent time series, such that

∀r ∈ N, ηY
r = c · η

p−a
p−1
r with a constant c > 0.

Proof. Let f : Ru → R and g : Rv → R two real functions such that Lip f < ∞, ‖f‖∞ ≤ 1, Lip g < ∞,
‖g‖∞ ≤ 1. Denote x(M) = (x ∧ M) ∨ (−M) for x ∈ R. For simplicity we first assume that v = 2. Let
i1, . . . , iu, j1, . . . , jv ∈ Zu+v such that i1, . . . , iu ≥ r and j1, . . . , jv ≤ 0 and denote Xi = (Xi1 , . . . , Xiu) and
Xj = (Xj1 , . . . , Xjv ). We then define functions F : Ru → R and G : Rv → R through the relations:

• F (Xi) = f(h(Xi1), . . . , h(Xiu)) and F (M)(Xi) = f(h(X(M)
i1

), . . . , h(X(M)
iu

));

• G(Xj) = g(h(Xj1), . . . , h(Xjv )) and G(M)(Xj) = g(h(X(M)
j1

), . . . , h(X(M)
jv

));

Then :

|Cov (F (Xi), G(Xj))| ≤ |Cov (F (Xi), G(Xj)−G(M)(Xj))|+ |Cov (F (Xi), G(M)(Xj))|
≤ 2E|G(Xj)−G(M)(Xj))|+ 2E|F (Xi)− F (M)(Xi)|+ |Cov (F (M)(Xi), G(M)(Xj))|

The last relation comes from ‖f‖∞ ≤ 1. But we also have

E|G(Xj)−G(M)(Xj))| ≤ v · Lip g · E|h(X0)− h(X(M)
0 )|

≤ 2c · v · Lip g · E(|X0|a · I1|X0|>M

)
(from the assumptions on h),

≤ 2c · v · Lip g · ‖X0‖p ·Ma−p (from Markov inequality).

The same thing holds for F . Moreover, the functions F (M) : Ru → R and G(M) : Rv → R verify Lip F (M) =
LipF (M) = c ·Ma−1, with c > 0, and ‖F (M)‖∞ ≤ 1, ‖G(M)‖∞ ≤ 1. Thus, from the definition of the θ-weak
dependence of X and the choice of i, j, we obtain

∣∣∣Cov
(
F (M)(Xi), G(M)(Xj)

)∣∣∣ ≤ cv · Lip f ·Ma−1θr, if u = 2, under condition θ

≤ c(v · Lip f + u · Lip g) ·Ma−1ηr, under condition η.

Finally, we obtain respectively :

|Cov (F (Xi), G(Xi))| ≤ cv · Lip f · (Ma−1 · θr + Ma−p
)

≤ c(v · Lip f + u · Lip g)
(
Ma−1 · ηr + Ma−p

)
.

By the optimal choice of M = θ
1/(1−p)
r , we obtain :

|Cov (f(Yi), g(Yj))| ≤ cv · Lip f · θ
p−a
p−1
r , or

≤ c(v · Lip f + u · Lip g) · η
p−a
p−1
r .

30



References

[1] Ango’nze, P., Doukhan, P. (2004) Weak dependence: models and applications to econometrics. Econo-
metric Theory 20, 995-1045.

[2] Bollerslev, T. (1986) Generalized autoregressive conditional heteroskedasticity. J. Econometrics 31, 307-
327.

[3] Brockwell, P.J., Davis, R.A. (1991) Time series: theory and methods. Second edition. Springer Series in
Statistics. Springer-Verlag, New York.

[4] Dedecker, J., Doukhan, P. (2003) A new covariance inequality and applications. Stoch. Proc. Appl. 106-1,
63-80.

[5] Doukhan, P. (1994) Mixing: properties and examples. Lecture Notes in Statistics 85, Springer-Verlag.

[6] Dedecker, J., Rio, E. (2000) On the functional central limit theorem for stationary processes. Ann. Inst.
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