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Abstract

The simultaneous analysis of quantitative and qualitative variables is not an easy task in
general. When a linear model is appropriate, the Generalized Linear Models are commonly
used with success. But when the intrinsic structure of the data is not at all linear, they give
very poor and confusing results. In this paper, we extensively study how to use the (non
linear) Kohonen maps to solve some of the interesting problems which are encountered in
data analysis : how to realize a rapid and robust classification based on the quantitative
variables, how to visualize the classes, their differences and homogeneity, how to cross the
classification with the remaining qualitative variables to interpret the classification and put
in evidence the most important explanatory variables.

1 Introduction

The aim of this paper is the analysis of multidimensional data, involving quantitative
(continuous) variables and qualitative (nominal, ordinal) variables. When the
standart linear statistical methods are not appropriate, due to the intrinsic structure
of the observations, one can try to use neural models because they are highly non
linear. One can use for example a Multilayer Perceptron which admit at the same
time quantitative and qualitative variables as inputs. But in that case, it is not very
easy to interpret the model, to find the most relevant variables, to propose a relevant
typololy of the observations from the results. Even if many advances have been
realized from the «black box » epoch, to better choose the architecture of the
network, to prune the non significant connections, to propose the extraction of rules,



and so on, this kind of models is more appropriate for regression analysis or short
term forecasting than for interpretation and visualization of the variables which
describe the data. We can refer to the three last proceedings of the IWANN
Conference to find many examples of these affirmations.

On the other hand, the Kohonen algorithm ([14], [15], [3], [5]) is widely used for
data analysis ([2], [4], [6]), but its performances are not exhaustively used until now.
After previous work using the Kohonen algorithm to realize long term forecasting by
combining prevision and classification, [7], we extend the field of applications of this
algorithm to a more general setting.

Let us give some notations : we consider a set of N observations, where each
individual is described by p quantitative real valued variables and g qualitative
variables. The main tool is a Kohonen network, generally a two-dimensional grid,
with 7 by » units, but the method can be used with any topological organization of
the Kohonen network. After learning, each unit i is represented in the R” space by its
weight vector C; (or code vector). We do not address here the delicate problem of
the learning of the code vectors which is supposed to be successfully realized from
the N observations restricted to their p quantitative variables.

Then each observation is classified by a nearest neighbor method, (in RP):
observation k belongs to class i if and only if the code vector C; is the closest among
all the code vectors. The distance in R? is the Euclidean distance in general, but it
can be chosen in another way according to the application.

With respect to any other classification method, the main characteristic of the
Kohonen classification is the conservation of the topology: after learning, « close »
observations are associated to the same class or to « close » classes according to the
definition of the neighborhood in the Kohonen network. This feature allows to
consider the resulting classification as a good starting point to further developments
as stated below.

In the next sections, we try to give some answers to the following problems : how to
realize a rapid and robust classification based on the quantitative variables (Section
2), how to visualize the classes, their differences and homogeneities (Section 3), how
to cross the classification with the remaining qualitative variables to interpret the
classification and put in evidence the most important explanatory variables (Section
4), how to better understand the relations between a class and its neighbors (Section
35).

In order to explain the different aspects, we present the same example throughout the
paper. The data come from the curves of daily half-hour electrical consumption {7]
and have been transformed (for confidentiality purpose). We will consider « daily
curves », with 12 quantitative dimensions (one « observation » each two hours) and
2 qualitative variables (the day and the month). The topology of the Kohonen
network is cylindrical, in order to take into account the annual periodicity. All the
graphes in the paper are related to this example. All the subroutines are developped



with the SAS software, version 6.11. Actually these techniques have been applied to
many other kinds of data (French unemployment, [11], Canadian individual
consumption, [12], Ile-de France economic data, [13], and so on.

2 Two-levels classification

As mentioned above, the first and raw result we get after learning is a classification
of the N observations into P = nxn classes. Eventually some classes can be empty. At
the same time, we get the code vectors (the weights associated to each unit). See in
Fig. 1, a standart representation of the code vectors inside their own unit.
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Fig. 1 : There are 100 units in a grid. In each cell, the final 12-dimensional
code vector (or weight vector) is drawn.
Note that neighboring cells correspond to similar vectors.
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The choice of the number P of units is arbitrary, and there does not exist any method
to better choose the size of the network. We can guess that the « relevant » number
of classes could often be smaller than P (which is commonly equal to 100). It is also
difficult to give relevant interpretation of a too large number of classes. So we
propose to reduce the number of classes by means of a hierarchical classification [1]
of the P code vectors using the Ward distance for example. As the code vectors are
already organized across the grid, a standart method appears to be relevant.

In this way, we define two embedded classifications, and can distinguish the classes
(Kohonen classes or « micro-classes ») and the « macro-classes» which group
together some of the « micro-classes ». To make visible this two-levels classification,
we affect to each « macro-class » some colour or trame or grey level (here). See in
Fig.2, a representation of the « micro-classes » grouped together to constitute 10
« macro-classes ».
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Fig. 2 : The 10 « macro-classes » resulting of the hierarchical classification of the
100 code vectors are superposed on the grid.

The advantage of this double classification is the possibility to analyze the data set at
a « macro» level where general features emerge and at a « micro» level to
determine the characteristics of more precise phenomena and especially the paths to
go from one class to another one.

In the applications that we treated, the « macros classes » create connected areas in
the grid (one « macro class » which contain some « micro class » contain also a
neighbor of this class). This remark is very attractive because it confirms the
topological properties of the Kohonen maps. Nevertheless, in some cases, it is
possible to find a « macro class » split into two pieces. In that case, one can guess
that the data set is folded over and try to control it by studying the distortion.

3. Analysis of the classes : discrimination and homogeneity

After the classes are defined, any standart statistical criterion can be computed to
measure the inter- and intra- classes variances. See [1] for example for references.
As a complement, we propose graphical methods to visualize them.

3.1 Discrimination

As suggested in the previous Section, it is important to have a better representation
of the map geometry. The code vectors draw a broad outline of a N-dimensional
surface with irregular distances between classes, but as in Fig. 2, the standart
representation is a grid with a regular disposition of the units. This can produce
confusions in the interpretation and it is valuable to visualize the distances between



classes, [9]. This visualization avoids misleading interpretations and gives an idea of
the discrimination between classes.

We use the method proposed by [9] : each unit is represented by an octagon. The
bigger it is, the closer the unit is to its neighbors. So the clusters appear to be regions
in which octagons tend to be big and frontiers are regions largely unshaded. See an
example in Fig. 3.

Fig. 3 : Representation of the distances : actually the gaps coincide with the
Srontiers of the « macro-classes ».

We can observe that in general the « macro-classes » boundaries coincide with the
most important distances between classes, and that confirms the pertinence of the
second level classification. On the contrary, if a boundary occurs between two classes
with small distance, that means that the second level classification splits a large
group into two groups and that the path from one to the other is continous. It
indicates that perhaps we could consider a hierarchical classification with fewer
classes.

3.2 Contents of the classes, homogeneity

Another question is how to put in evidence the intra-classes dispersion. This is
related to the problem of the outliers or of the existence of a small typical group
different from the rest of the data. We try to presente a visual tool to decide which
observation could be deleted in the learning phase, (because it is too far from the
other observations or can be erroneous,...) and also how it would have been classified
after learning.

See in Fig. 4 the representation of all the observations inside their own class. We can
immediately see in which units the dispersion is large with respect to the others,



which observations could be deleted or examined separately and which unit gathers
together in fact two different populations.

Fig. 4 : The contents of the classes and the numbers of their elements

4 Crossing the classification with a qualitative variable

In this part, the goal is to answer to these questions : which are the observations of
this class, does there exist a characteristic common to the neighboring classes, can
we qualify a group of classes by a qualitative variable?. A first method can be to
extract the observations of a given class and analyse them with a statistical software,
by computing means, variances for the quantitative variables (used for the
classification) and frequencies for the qualitative variables. That gives an answer to
the first question, but we lose the neighborhood properties of the Kohonen map.

In order to complete the description, we study the repartition of each qualitative
variable inside each class. Let be Q a qualitative variable with K modalities. In each
cell of the Kohonen map, we draw a frequency pie, where each modality is
represented by a grey level occupying an area proportional to its frequency in the
corresponding class. See in Fig. 5 such an example of a frequency pie.

Fig. 5 : A frequency pie, when there are 3 modalities with frequencies 1/3.
So in this way, by representing the frequencies of each modality across the map, we
make clear the continuity between some classes as well as the breakings. See in Fig.



6 an example of this visualization technique. Here the qualitative variable is the day,
with 3 levels : Sundays (black), Saturday (grey) and week-days (white).
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Fig. 6 : In each cell the frequency pie of the variable DAY is represented. We can

observe that units 8, 9, 18, 19, 28, 29, 38, 39, 48, 49, 50, 59 are mainly sundays.

Units 7, 17, 27, 37, 47, 58, 59, 10, 20, 30, 40, 60, 70, are mainly saturdays. The
other units days are exclusively devoted to the week-days.

5 Analysis restricted to a small number of classes

As the Kohonen map is used in a non linear context, it is not judicious to realize a
global linear analysis, but we can do it locally, that is if it is restricted to a part of the
data set. We speak of local analysis when we only consider some neighboring
classes. We define the best fit in the least-squares sense of this subset by a plane: it is
the plane determined by the two first principal axes, as defined by a Principal
Component Analysis.

As we are supposed to realize many local analyses and to do it quickly, it is
important to choose a low computation time consuming method and we use here the
EM algorithme to build the plane . See for example [10].

Then various illuminating graphical representations are at disposal, by considering
various projections in this plane. Let be P(4) the plane which best fits a subset A4 of
the observations.

1) Projections of the observations of A in the plane P(4).

We can point out the projections with any particular ploting symbols. We can use the
name, or any other code which contains some information about the observations. It



can be the number of the class, the corresponding modality of one of the qualitative
variable, the quality of the projection computed through the cosine, etc.

In this way, it is easy to explain the dispersion on the plane and the relations between
one unit and its neighbors (if the subset A contains more than one unit).

See in Fig. 7 and Fig. 8 two different ways of representing the projections. The
subset A is the class number 23, the qualitative variable taken into account in Fig. 7
is the month and in Fig. 8, each point is coded by the square of its cosine with the
plane.

2) Projections of the points of others neighboring classes on the plane P(4).

The projection of other neighboring classes on this plane can be very interesting. In
Fig. 9, the neighboring classes 13, 22, 24, 33 of the unit 23 are projected in the plane
defined by the unit 23, and we can have some idea about the mutual disposition of
these classes. In Fig. 10, we can observe the repartition of the qualitative variable
MONTH through the same five neighboring classes, centered around the class 23.

Fig. 7: The points are coded by their month:
May and June are at the left, August af the right -
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Fig. 8 : The points are coded by the square of their cosine.
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Fig 9 : The elements of classes 23 and its four neighbors are ptojected in the plane
defined by the class 23. The class 33 is located at the right corner, more or less
separated from the other classes, as we could guess from Fig. 2.
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Fig. 10 : The points are the same as in Fig.9, but they are coded by the MONTH.
The results are coherent with those of Fig. 9 and Fig. 7. September characterizes
class 33, May and June are at the left, August at the right, July is closer to May and
June than to August and September.

6 Conclusion and perspectives

We propose a general methodology to analyse multidimensional data, when a linear
model is not satisfactory and when the observations are described by quantitative and
qualitative variables. The present paper does not close the problem, since many other
techniques can be combined in order to improve the analysis and the interpretation.
In particular, we usually realize some multiple correspondence analysis [6] by adding
to the qualitative variables a new one which represents the Kohonen classification or
the macro-classification. In this way, we can propose a typology of the classes easy to
interpret. We are now working to complete our software by incorporating many
computations of standart statistics and in this way give not only visual tools but also
quantitative ones.
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